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Film identification method based on improved deeplabv3+ for full-film
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Abstract: This study aimed to investigate the task demand of intelligent unmanned fertilizer application in seedling stage of
corn planted in full-film double-ditch seedbed, a film identification method based on improved DeepLabv3+ identification
method for full-film double-ditch corn seedbed was proposed. The differences in performance indicators of the original
Deeplabv3+ network taking Xception as the backbone network and the network model that replaced three lightweight backbone
networks, MobileNetV2, MobileNetV3 and GhostNet were tested. At the same time, the network models, classical semantic
segmentation was introduced to PSPNet and UNet for comparative test. The MloU of DeepLabv3+ network model that
replaced its backbone network increased by 5.01%, and FPS improved by 206% compared with original network, and the
model size reduced by 90.3%. The three DeepLabv3+ models after replacing the backbone network were further compressed,
and the two-layer expansion convolution with low expansion rate in ASPP was deleted, and the common convolution after
feature fusion was replaced by the depthwise separable convolution to obtain a lightweight network model. After testing the
improved network model, it was found that the average decline of precision indicators was only 0.17%, FPS raised to 66.5,
with an average increase of 25.5%, and the size of the model was compressed to 10.53 MB. Test results showed that, the
improved model showed excellent performance, and could provide important technology and method support for the research
and development of intelligent topdressing and field management on full-film double-ditch corn seedbed during seedling stage.
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1 Introduction

The agronomic technologies for full-film double-ditch corn
seedbed in the northwest arid area of China have good effects on
rainfall collection, moisture conservation, drought resistance and
yield increase. It is one of the key dry farming technologies
promoted by Gansu Province and a milestone in the development of
dry farming'. In order to further effectively improve the intelligent
whole process mechanization level of full-film double-ditch corn
seedbed, and ensure the intelligent control and monitoring in the
key operation links, such as ridge forming and film mulching,
seeding on film, topdressing under film and residual film
recycling®’. It is urgently needed to develop all kinds of intelligent
agricultural machinery and equipment adapting to small and
scattered plots in hilly area in loess plateau and interaction between
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seedbed and mulching films. Since such equipment should have
highly reliable and adaptable software and hardware, with low cost
and easy operation so that it can sense the environment, identify
operational object and even make decisions, which are the key
points in equipment research and development™*°.

In recent years, more and more deep learning methods have
been applied in agriculture, and semantic segmentation based on
deep learning has been widely applied in remote sensing image
processing, road recognition, pest identification, and navigation for
its pixel-level classification ability™®. The visual identification
technology based on deep learning has good robustness in
identifying objects with rich textures and complex structures. At
present, a large number of recognition tasks have been completed
With the rapid
development of deep learning, especially the deep convolutional
neural networks, there are newly emerged network models that
apply deep convolutional networks in  semantic
segmentation. Although these network models have achieved good
effects in semantic segmentation, they have not been optimized
according to specific tasks, thus the model size, quantity of

using algorithms related to deep learning®'".

neural

parameters and identification speed cannot satisfy the requirements
of specific tasks. Therefore, it is necessary to optimize the original
network models. Among them, Sun et al. used deep learning method
to identify greenhouses and film covered farmland in UAV aerial
images, and obtained higher accuracy and speed compared with
traditional classification methods based on pixels and objects'"". Mu
et al.™ introduced convolutional attention mechanism into the
DeepLabv3+ network and replaced the normal revolution in the
ASPP module with depthwise separable convolution, and realized


https://doi.org/10.25165/j.ijabe.20231605.8288
mailto:daifei@gsau.edu.cn
mailto:572395298@qq.com
mailto:1139230110@qq.com
mailto:zhaowy@gsau.edu.cn
mailto:zhangfw@gsau.edu.cn
mailto:565105996@qq.com
https://www.ijabe.org

166  September, 2023 Int J Agric & Biol Eng

Open Access at https://www.ijabe.org

Vol. 16 No. 5

higher identification precision of lodged rice compared with
traditional machine learning method. Based on the problems of poor
real-time performance and poor universality of interridge navigation
path identification, Rao et al.'”! tested the improved Unet model
based on small sample datasets of cotton, corn and sugarcane. Yang
et al."*" applied CNN to identify corn rhizome for the planning of
subsequent paths. Meng et al. used improved MobileNetV2 network
to identify non-structured field pavements. However, there are little
research on identification of seedbed with mulched films with deep
learning methods.

Therefore, the study on the identification method of corn
seedbed with full-film double-ditch based on the improved
DeepLabv3+ is a good attempt, since it can help implement quality
evaluation, precision seeding, precision fertilization under the film,
efficient residual film recycling for full-film double-ridge corn
seedbed in the later stage, and offers reference for the design and
manufacturing of whole-process intelligent mechanized agricultural
equipment for full-film double-ridge corn seedbed and field
operation.

2 Materials and methods

2.1 Data collection and processing

The images of the full-film double-ridge corn seedbed used in
this study were acquired in the test field of Gansu Taohe Tractor
Manufacturing Co., Ltd, and films on corn seedlings at seedling
stage were taken as the object for film identification. The HUAWEI
Mate20 Pro mobilephone was used for data collection. During the
acquisition process, the automatic mode of the mobile phone
camera was chosen, and the Al image enhancement function was
turned off, and the image resolution was set to 1280x720 pixels to
reduce the time spent in later image processing. The image
acquisition process simulates the visual angle of the camera
installed on the agricultural machinery. The height of the mobile
phone from the shooting object was 1 m, and 45° and 90° were
adopted respectively to expand the data set.

During the data acquisition process, the diversity of data
samples should be emphasized. Rich data samples can not only
improve the universality of feature extraction of network models,
but also improve the adaptability of the generated network model in
the real environment. Due to the limitations of various factors when
collecting image data, the environment, lighting and other
conditions of the images of full-film double-ditch corn seedbed
collected in this study are relatively simple, so it is necessary to
preprocess the image data (data enhancement) before labeling the
data set to improve the diversity of data samples.

The commonly used data enhancement methods include:
flipping, rotation, clipping, scaling, shifting, Gaussian noise and
color transformation®. Due to the huge scale of image data sets
collected in this study, it is not necessary to use a large number of
data enhancement methods to amplify the data set. Only two
methods of Gaussian noise and random brightness are used to
randomly process some images, so as to increase the diversity of
data samples under different clarity and different brightness, and
simulate the operation conditions of the intelligent operation
platform in different environments and weather conditions in the
later stage. The data enhancement results are shown in Figure 1.

2.2 Generated data set

3600 images were preliminarily screened out from 6400 images
collected for the production of target detection data sets, and 1500
images were screened out for the production of semantic
segmentation data sets. At the same time, 100 images were

a. Original image b. Noisy points

c. Brightening d. Darkening

Figure 1 Data enhancement results

extracted from the screened images to replace the original images
after data enhancement. From the 1500 preliminarily screened
images, another 1205 available images containing the target to be
segmented were screened, and the target information in the images
was labeled to generate a film dataset in PASCAL VOC format. A
total of 1084 images were generated from the training set and
verification set, 121 images were generated from the test set, and
975 images were generated from the training set and 109 images
were generated from the verification set at a ratio of 9:1.

Elseg (Efficient Interactive Segmentation) is an interactive
segmentation software developed by Baidu based on the
PaddlePaddle platform. The PaddlePaddle version used in this study
is 2.1.2; the Elseg version is 0.3.0. Elseg officially provides four
kinds of pre-trained network models. In this study, a high-precision
general scene network model based on COCO+LVIS training was
used for image annotation. The data set format generated by Elseg
is a json file consistent with Labelme or MS COCO format. In this
study, json file was generated, and the PASCAL VOC dataset
conversion script was used to convert the json file that recorded the
coordinate information of the marking points in the target area into
a gray scale image, thus completing the generation of the semantic
segmentation dataset for the films (Figure 2).

sescoe BAEUES

Figure 2 Elseg annotation process

2.3 DeepLabv3+

In order to solve the problem of spatial insensitivity caused by
the using Deep Convolutional Neural Networks for feature
extraction and resolution degradation caused by the underground
image sampling operation in the semantic segmentation tasks, Chen
et al.l'! proposed the DeepLabV1 semantic segmentation network
model in 2014. In comparison with DeepLabV1, Chen et al.'¥
proposed DeepLabV2 in 2017 to replace the backbone network in
V1 from VGG to ResNet, and added the Atros Spatial Pyramid
Pooling (ASPP) module after the backbone network. The ASPP
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module increases the receptive field of the network by using four
expansion convolutions with different expansion rates in parallel,
thus solving the problem of multi-scale target identification.

The DeepLabV3 network model proposed by LC Chen et al. in
2017 improved the ASPP module on the basis of DeepLabV2™L
Compared with the ASPP module of the DeepLabV2 network
model, the new module only retained three expansion convolution
branches, adding 1x1 common convolution branch and global
average pooled branch, then feature fusion was performed on the
output of the five branches, and finally, 1x1 convolution was used
to adjust the number of channels. After improvement, the MIoU
measured by DeepLabV3 network model on PASCAL VOC2012

dataset was 86.7%, 6% higher than that measured by DeepLabV2.

The original network of DeepLabv3+ is shown in Figure 3.
DeepLabv3+ uses the “Encoder Decoder” architecture, which is
commonly used in semantic segmentation tasks. DeepLabv3+ uses
the whole DeepLabV3 that replaced the backbone network as the
“coding” part. The shallow features of the backbone network are
extracted. After the deep features are processed by the ASPP
module, the shallow features and deep features are fused in the
“decoding” part. Finally, the prediction results are obtained by 4
times of bilinear sampling. The “Encoder Decoder” structure
enhances the ability of image edge segmentation and improves the
segmentation accuracy of target pixels™.

Encoder

Decoder

Low level _
Features

Figure 3  Original network structure of DeepLabv3+

2.4 Improvement of the network model

The DeepLabv3+ network model with Xception as the
backbone network has the problems of large number of calculation
parameters, large model size, and redundant backbone network.
Since this research aims to achieve the operation of the network
model with the minimum hardware cost, the original DeepLabv3+
network model cannot meet the requirements of further developing
an intelligent topdressing platform for full-film double-ditch corn
seedbed, and the DeepLabv3+ network model needs to be improved.
It is expected to reduce the number of model parameters, improve
the network identification speed and further improve the real-time
performance of network model detection when the accuracy and
other evaluation indicators are basically unchanged®*!.

The backbone network using the deep CNN model is mainly
composed of a series of complex operations such as convolution,
pooling and activation function, and the hierarchical structure is
complex, which contributes most of the computation of the entire
network model. In order to deploy deep learning applications on
mobile devices, various lightweight network models have been
proposed and applied to tasks. Xception is a lightweight network
developed from the Inception network structure. The original
DeepLabv3+network model also uses this network model.
However, its release time is too early and the difference between
Xception and the current mainstream lightweight network models,

especially the difference in parameter quantity and model file size is
too large. In this study, the Xception backbone network of the
original DeepLabv3+ network model was replaced by
MobileNetV2, MobileNetV3, GhostNet network models in order to
reduce the number of parameters and improve the network
performance™~*l.

The 5-layer parallel ASPP of the original
DeepLabv3+ network model is improved from the 4-layer parallel
structure of the DeepLabV2 network model, and the 3-layer
expansion convolution expansion rate of the structure is 6, 12, and

structure

18 respectively. The expansion convolution with different
expansion rates has different effects on the extraction of target
features. The larger the expansion rate, the stronger the network’s
ability to extract features of large targets. The full-film double-ditch
film targets with concentrated semantic segmentation data set used
in this study account for a large proportion in the whole image with
distinctive features, therefore, only the expansion convolution with
an expansion rate of 18 was selected in this study, and the
expansion convolution with expansion rate of 6 and 12 was deleted
to reduce the parameter quantity and simplify the model. The
improved ASPP structure was changed from a S-layer parallel
structure to a 3-layer parallel structure, which includes a 1x1
convolution layer, one expansion convolution layer and one global
average pooling layer.



168  September, 2023 Int J Agric & Biol Eng

Open Access at https://www.ijabe.org

Vol. 16 No. 5

In the original DeepLabv3+ network model, the common 3x3
convolution should be used for feature extraction after fusion of
shallow and deep features. Due to the large number of parameters
introduced by the common convolution and the complex calculation
process, the common convolution was replaced by the depthwise

separable convolution to further reduce the number of parameters.
Specifically, first, use the 1x1 convolution to adjust the channel of
features; second, use the 3x3 depthwise separable convolution for
feature extraction. The structure of the improved network model is
shown in Figure 4.

Encoder ASPP

DCNN

-

Decoder

Low_level _
Features

Figure 4

2.5 Test platform

The test environment CPU built in this study is AMD (R)
Ryzen (TM) 75800X CPU @3.8 GHz (8-core 16 thread), it has a
memory of 16 GB, a GPU of NVIDIA GeForce RTX 3070Ti 8 GB,
hard disk combination of 512 GB SSD+I1TB HDD, and the
operating system is Windows10 Professional 20H2. Anaconda was
used to create a virtual running environment; Anaconda version
1.10.0 was used in this research, conda version was 4.9.2, Python
version was 3.8.5, PyTorch version was 1.10.2, CUDA Toolkit
version was 11.3 and cuDNN version was 8.2.1, respectively.
2.6 Evaluation indicators

After training is completed, the performance of the model
should be evaluated on the verification data set. In this study, the
final semantic segmentation network model obtained from the
training was evaluated from the following six aspects: Pixel
Accuracy (PA4), Mean Pixel Accuracy (mPA), Mean Intersection
over Union (MloU), detection speed, quantity of parameters and
size of model files. At present, the mainstream semantic
segmentation evaluation indicators are calculated based on the error
between the prediction results of the network model and the pre-
labeled content pixels of the validation data set. Suppose that the
data set has a total of k+1 (a total of k target categories, and the
semantic segmentation network needs to include a background
category by default) target categories, set 7 as the background pixel
of the target pixel j, and P; as the total number of pixels that are
themselves class i pixels and are predicted as class i pixels, P; refers
to the total number of pixels that are class i pixels and are predicted
to be class j pixels, and P; refers to the total number of pixels that
are class j pixels and are predicted to be class i pixels. The
following formula can be used to define the above precision
evaluation indicators:

Improved network structure of DeepLabv3+

(1) Pixel precision: the ratio between predicted accurate pixel
number and total image pixels, its calculation equation is as follows:

k
_ Dii
PA= e (1)

k k
Z’_:U ZFO Pij

(2) Average pixel precision: the ratio between predicted
accurate pixel number and total image pixels in each category, then
get the mean value of all categories. Its calculation equation is as
follows:

1 k Dii
PA= —— P 2
m k+1 Z[:O K p ( )
ij

j=0

(3) Average regional contact degree: the ratio of the

intersection and union of the number of predicted pixels in each

category and the number of real pixels labeled in the data set, and

then the average value of all categories is calculated. This indicator

reflects the contact degree of predicted pixels and labeled pixels in
each category. The calculation equation is as follows:

k Pii
Zi:o Zi:o pijt+ Z’;zo Pji— Pii
k+1

mloU =

©)

3 Results and discussion

3.1 Model training

The self-built full-film double-ditch film data set was used to
train the original DeepLabv3+, the network model that only
replaced backbone network, the network that replaced backbone
network, compressed ASPP structure and replaced the convolution
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function.

In training the original versions of the networks, in order to
ensure the consistency of the initial conditions of the network
models, the size of the input images in the networks should be set to
512x512 pixels, and the undistorted Resize method was used to

process the input images. In training the original networks, pre-

training weight training was not used on the whole DeepLabv3+

model, the official pre-training weight was applied only on the part
of backbone networks. The number of iterations of network training
was set to 100 epochs, since pre-training weight was applied on
backbone networks, therefore, freezing training was applied to
speed up the rate of convergence of the network models. Freezing
training was applied on the first 50 epochs. When the backbone
network was Xception, due to limitations of equipment
performance, the batchsize was set to 4. When the backbone
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network was other network models, the batchsize was set to 8. The
initial learning rate was set to 5x10*, at this time, the backbone part
of the network model was frozen, and only the weight of the part
other than the backbone network was adjusted slightly, which only
required a small hardware cost. Freezing training was also applied
on the last 50 epochs, at this time, the backbone part of the network
model was frozen, and the weight parameters of the whole network
changed, requiring larger hardware costs. When the backbone
networks were other network models, the batchsize was set to 4, and
the initial learning rate was set to 5x107°. The factor of momentum
was set to 0.9, and the weight attenuation value was set to 5x10™*. In
order to screen out the optimal model weight files in the later stage,
each epoch was saved into the model weight file in the training

process. The loss curves of the four backbone networks are shown
in Figure 5.
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Figure 5 Loss curves of the four backbone networks

In training the improved DeepLabv3+ network model, since
there were no Xception backbone networks that require a great deal
of hardware costs, pre-training weight was not applied on all
network models in the training process, all of them were trained
from the start. The parameter setting in the training process was
consistent with the original network training.

3.2 Results and analysis

Performance comparison of backbone networks in the original
model are listed in Table 1.

It can be seen from the comparison in Table 1 that the
DeepLabv3+network model with the original Xception as the
backbone network had poor performance, with the model size
reaching 208.72 MB, which is the maximum result among all test
models. Although the detection accuracy of PSPNet and UNet as
contrast has been improved, the final model file generated was still
too large to meet the lightweight deployment requirements of the

network model in this study. After replacing the backbone network
with the MobileNet series and GhostNet lightweight network, the
performance of the network model was significantly improved, the
number of parameters were reduced by an order of magnitude, and
the minimum model file generated was 20.28 MB (GhostNet is the
backbone network), which is 90.3% less than the original network,
obviously smaller than other contrast networks. Compared with the
results before replacing the backbone network, the MIoU of the
network model was increased from 92.06% to 97.07% (GhostNet is
the backbone network), showing a significant increase of 5.01%.
The maximum FPS value was 56.47 (MobilenetV2 is the backbone
network), which is 38.07 higher than the original network, showing
a lifting range of 206% and indicating that the network model after
replacing the backbone network had excellent performance.

Comparison of performance of improved backbone networks
are listed in Table 2.
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Table1 Performance comparison of backbone networks in the
original model

ngi‘vtv’g?f/ MIoU/% mPA/% PA/% FPS ya‘;ﬂ:{;g MO‘II\ZI;R/
Xeeption 9206  96.02 96.00 1840 547x107  208.72
PSPNet 9586  97.87 97.96 27.06 4.67x107 178.21
UNet 97.03 9844 9855 1722 4.39x107 167.60

MobileNetV2  96.88 98.34  98.47 56.47
MobileNetV3  96.88 98.34  98.48 53.25
GhostNet 97.07 98.48 98.57 4533

5.81x10° 22.19
4.83x10° 18.45
5.31x10° 20.28

Table 2 Comparison of performance of improved
backbone networks

Number of Model size/
parameters MB

3.00x10° 11.49
2.76x10° 10.53
5.31x10° 12.36

Backbone MIoU/% mPA/% PA/%  FPS

MobileNetV2  96.76 98.28 9842 57.70
MobileNetV3 ~ 96.71 98.26  98.39 56.50
GhostNet 96.83 98.33 9845 66.50

It can be seen from the comparison in Table 2 that after
compressing and improving DeepLabv3+ network model, the three
evaluation indicators of the network model MIoU, mPA and PA
using the three lightweight backbone networks decreased, with an
average decrease of 0.17%, which is not obvious and still within the
acceptable range. F/PS of the three network models were improved,
with an average increase of 25.5%. The model file size decreased
significantly, especially for the network model with MobileNetV3

as the backbone network, the model size decreased to 10.53 MB,
showing an average decrease of 94.9% compared with the original
network and 48% compared with the original network.

The feature map visualization can vividly show the effect of
feature extraction of specific layers in the network, which is a
commonly used auxiliary method in network modification.
Visualization of the output of the last layer of the ASPP structure
before and after the modification was completed to observe the
difference of the feature extraction effect of the modified network.

In the process of visualization of the feature map, MobileNetV3
was taken as the backbone network. As shown in Figure 6, the
feature extraction ability of the network after modification was
reduced slightly. The extracted features at the edge of the images
were not complete, and there were insignificant differences in the
total target feature extraction effect before and after network
extraction, thus it could satisfy the demand of research task. The
results above showed that, the models replacing the backbone
network and after compression and improvement showed high
identification accuracy rate and rapid running speed, with smaller
model size, thus they could satisfy the scenario requirements of full-
film double-ditch films segmentation tasks.

Figure 7 shows the comparison of segmentation results of the
DeepLabv3+ network model using original backbone network and
the three types of improved lightweight backbone networks. It can
be obtained after comparing the segmentation results of a, b, ¢
groups that, the segmentation results of network model using

a. Before modification

b. After modification

Figure 6 Visualization of the ASPP structural feature map

Xception

MobileNetv2

MobileNetv3 GhostNet

Figure 7 Segmentation results
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Xception backbone network were not so ideal on the distant small
targets and near-end inconspicuous big targets, also the background
and the targets could not be effectively differentiated, showing that
the feature extraction ability of the network model was not strong.
The segmentation results of groups d and e on the seedbed films
were damaged, showing insufficient generalization ability. The
segmentation results of the network models using three lightweight
backbone networks on five groups of images showed excellent
performance. Comparing with the segmentation results of group a, it
was found that the network model taking MobileNetV2 as the
backbone network detected the unmarked targets at the utmost edge
and showed optimal effect in detecting targets at far-end edge.
However, its indicators in terms of precision degree were not
optimal, and number of parameters and model size were both larger
than the network model taking MobileNetV3 as the backbone
network.

Since the MloU, mPA and PA values of the improved network
model were approximate to each other, comprehensively
considering the three evaluation indicators, FPS, number of
parameters and model size, as well as image segmentation results,
the improved network model taking GhostNet as the backbone
network showed optimal performance.

4 Conclusions

In this study, by taking the full-film double-ditch corn seedbed
as research object, by using the semantic segmentation method
based on deep learning, the performance of improved network
models was evaluated. The conclusions were as follows:

1) The differences in performance indicators of the original
Deeplabv3+ network taking Xception as the backbone network and
the network models that replaced three lightweight backbone
networks, MobileNetV2, MobileNetV3 and GhostNet were tested.
Then the classical semantic segmentation network models PSPNet
and UNet were introduced for comparative study. By pruning and
compressing the ASPP structure and replacing the common
convolution after feature fusion with the depthwise separable
convolution, a lightweight network model was obtained.

2) Test results showed that, the MIloU of improved
DeepLabv3+ network model increased from 92.06% to 97.07%
(Taking GhostNet as the backbone network), an increase of 5.01%.
The model size reduced from 208.72 MB to 20.28 MB, marking a
decline of 90.3%. The FPS value increased from 18.4 to 56.47
(taking MobilenetV2 as the backbone network), showing an
increase of 38.07 compared with the original network, which is a
206% increase. All the indicators of the model after replacing
backbone network presented excellent performance. After
compressing the ASPP structure, the FPS of the model enjoyed an
average increase of 25%, and the minimum model size of 10.53 MB
was obtained. Comprehensively considering the performance of
each indicator, the improved model taking GhostNet as the
backbone network showed optimal performance. The research
results could offer technological and method support to subsequent
operation platform development, such as intelligent topdressing,
field management, for the full-film double-ditch corn seedbed, as
well as the deployment of deep learning applied in intelligent
agricultural machinery terminals like edge calculation equipment.
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