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Novel method for the visual navigation path detection of jujube harvester

autopilot based on image processing
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Abstract: To realize automatic harvesting of the jujube, the jujube harvester was designed and manufactured. For achieving the
jujube harvester autopilot, a novel algorithm for visual navigation path detection was proposed. The centerline of tree row lines
was taken as the navigation path. The method included four main parts: image preprocessing, image segmentation, tree row
lines access, and navigation path access. The methods of threshold segmentation, noise removal, and border smoothing were
utilized on the image in Lab color space for the image segmentation. The least square method was employed to fit the tree row
lines, and the centerline was obtained as the navigation path. Experimental results indicated that the average false detection rate
was 3.98%, and the average detection speed was 41 fps. The algorithm meets the requirements of the jujube harvester autopilot
in terms of accuracy and speed. It also can lay the foundation for accomplishing the jujube harvester vision-based autopilot.
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1 Introduction

Autonomous mobile robots have widely been applied in
agricultural tasks!. Autopilot is the key technology for developing
an autonomous mobile robot?. To solve the problem of the high
labor intensity, low efficiency, and high labor cost caused by
manual harvesting, the jujube harvester has been designed and
developed by the Shihezi University”. Meanwhile, the navigation
path detection is the prerequisite of the agricultural robot
autopilot™”. However, it is also a challenging task to figure out the
navigation path due to the complex agricultural environment®”.
Hence, a novel method was developed in this study to find the
navigation path for the jujube harvester autopilot.

In the past decade, Global Navigation Satellite System (GNSS)
has gained more attention in the research of the agriculture mobile
robot autopilot according to the increased availability of differential
corrections™. The state-of-the-art Real Time Kinematic (RTK)
GNSS can achieve centimeter-level accuracy”. However, the
performance in agricultural fields with foliage and surrounding
obstacles decreased due to propagation effects”. Meanwhile, the
satellite of the GNSS system cannot be in a stable state for a long
time due to the impacts of multi-path reflections and signal a
blockage in agricultural fields"". Furthermore, GNSS-based
solutions are expensive and require a long preparation phase where
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the field has to be surveyed with a GNSS rover to collect waypoints
for the navigation path!".

Light Detection and Ranging (LiDAR) scanners, a local
perception sensor, can be provided as an alternative navigation
approach according to the ability to track geometric features in the
perceived scene!”. Nevertheless, since LiDAR cannot directly
distinguish un-traversable obstacles (actual crop plant stalk) and
traversable obstacles (hanging leaves, weeds, uneven terrain),
LiDAR-based methods cannot estimate distance and angle from the
row, leading to low robustness of autonomy!*!. Meanwhile, the high
cost of LiDAR scanners prevents the public from utilizing this
technology on autopilot!".

With the development of the digital image processing
technology, Machine Vision (MV) has successfully applied in
agricultural robot navigation according to irreplaceable visual
information and low-cost hardware costs'”. Detection algorithms of
the navigation path have generated considerable recent research
interest these years'”,which research has covered almost all
agricultural scenes, such as orchards"”'"¥, farmland™*” and green
house®*.

Nevertheless, there is little research about visual navigation
path detection in jujube orchards. The algorithm to work out the
navigation path has been proposed for circumstance of short stalked
and close-planting jujube orchard based on image processing
technology™. However, in this study, since the row spacing of
jujube orchards is more extensive, and the camera installation is
higher, the segmentation method in the above research cannot work.
Hence, it is an urgent task to design a method to find the navigation
path for the jujube harvester.

As concerned above, this paper presented a novel method to
find the visual navigation path based on the image processing
technology for the jujube harvester autopilot. For our method, the
centerline of tree row lines was taken as the navigation path. The
algorithm consists of four parts: image preprocessing, image
segmentation, tree row lines access, and navigation path access. The
image captured was converted to the Lab color space for image pre-
processing. For image segmentation, first, the image is transferred
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into the binary image by the binarization method without grayscale
processing. Then, the methods of area-based noise removal and
border smoothing were applied for further segmentation and
improving the accuracy of the navigation path. Seed Region
Growing (SRG)*" method is utilized on the in-row area for
extraction of navigation points. Last, the least square method is
employed for the border lines fitting, and the middle line is
achieved as the navigation path. This algorithm can provide the
theoretical foundation to realize the jujube harvester autopilot. We
believe, it can also enrich the detection algorithm of the vision-
based navigation path for agricultural scenes. The main contribution
is as follows:

1) A novel method based on image processing technology was
proposed to work out the navigation path for the jujube harvester
autopilot.

2) A new binarization method without grayscale processing for
the color image was designed.

3) An area-based noise removal method was proposed to
remove the noise after binarization.

4) A border smoothing method was developed to remove the
sharp edges.

2 Materials and methods

We aim to design an algorithm to work out the visual
navigation path for the jujube harvester autopilot. Figure 1 is the
schematic diagram of the navigation path. The solid blue line, the
centerline of the tree row lines (solid red lines), is the navigation
path®!, For this study, the border of the in-row area marked by the
black cross is the tree row line.

Out-row area

Schematic diagram of the navigation path in
jujube orchards

Figure 1

2.1 Platform and equipment

The platform and equipment, such as the jujube harvester and
camera, are introduced in the following chapters.
2.1.1 Jujube harvester

To improve efficiency and decrease labor cost, the jujube
harvester based on the full-hydraulic self-propelled has been
designed and manufactured by the Shihezi University"” shown in
Figure 2a. The harvester mainly works in the dwarf and close
planting jujube orchards.

2.1.2 Camera

A camera with the parameters listed in Table 1 was applied in
this study. Figure 2a is the physical picture of the camera
installation, and the installation diagram was manifested in
Figure 2b. The angle is 30° between the optical axis of the camera
and the ground, and the vertical height is 120 cm from the camera to
the ground.

Furthermore, the algorithm is developed with the help of the
computer with an AMD Ryzen 5 5600X6 Core Processor 3.70 GHz
CPU and a 32G RAM, and the Microsoft Visual Studio 2010
software.

Camera

a. Physical picture of the camerain stallation

Jujube harvesting rebot
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b. Schematic diagram of the camera installation

Figure 2 Physical picture and schematic diagram of the
camera installation

Table 1 Main parameters of the camera

Output . . .
Product model  image Resolution@ Interface Operating Operating
f frame rate type voltage temperature
ormat
RER- MIJPEG /

USBFHDOIM- YUV2 640X480 VGA - USB2.0 DCs5V

. 0°C-60°C
1536 (YUYV) MIPEG@60 fps High Speed

2.2 Video acquisition

The video sampling operation was conducted in Alar, Xinjiang,
between November 28 and December 2, 2021.The operator drove
the jujube harvester at an operating speed of 0.5 m/h to collect
videos. The videos are saved in AVI format with a resolution of
640%480 pixels (horizontalxvertical) of every frame.

2.3 Image preprocessing

Image preprocessing plays a crucial role in the digital image
processing technology which is a data preparation step for contrast
enhancement, noise reduction, or filtering”**”. Image Enhancement,
one common method of Image preprocessing, has been utilized in
image processing which can improve the visual quality of images™®,
such as removing noise, de-blurring edges of objects, and
highlighting some specified features™!. Color space conversion is a
popular method of Image enhancement that has an important effect
on the result of image processing”*?. Meanwhile, it has been
successfully applied in navigation path detection methods for
agricultural mobile robots™!, and the most commonly used color
spaces include HSI®**, Lab®), and HSVF**l,

The Lab color space has been widely applied in agricultural
image segmentation®”. More importantly, experimental results
indicate that the Lab color space has better performance than the
color space of the HSV and HSI on the image segmentation in this
project. Hence, Lab color space was used in this study.

RGB color space cannot be transformed directly into Lab, and
it needs XYZ as an intermediate variable. Equation (1) describes the
method to converse RGB to XYZ.
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The method to achieve the components R, G, and B of RGB is
displayed in Equation (3).

r
R = gamma (7)

255.0
G =gamma (5555 )
B = gamma (L)
-8 255.0
where, r, g, and b are the color component value of the current pixel.
24
(M) . (x> 0.04045)
gamma (x) = xl 055 @)
h
12.92° (others)

Equation (5) is utilized to transfer XYZ to Lab.

L= 166><f(Y£) -16

n

a:500x[f(%)‘f(y%)} ©
b =200x [f(yi) ‘f(zg)]

where,
g (~(5))
fio= 2 » ©)
l>< (E) Xt+ i (others)
3 29 29
and
X, =95.047
Y, =100 @)
Z,=108.883

2.4 Image segmentation

Image segmentation plays a significant role in image
recognition™*. In this study, the thresholding method was utilized to
carry out segmentation, and methods of noise removal and border
smoothing are applied to improve the segmentation effect.
2.4.1 Threshold segmentation

The thresholding method was utilized in this study, which is the
most common and simplest approach to segment an image''. In
common, the conventional thresholding methods consist of two
steps: image grayscale and image binarization. The image grayscale
algorithm is to unify the component values of each pixel by the
formulas which mainly include Chromatic aberration method**,
Weighted average grayscale method“”, and Average gray scale
value method". Especially, the threshold of each scan line method
was proposed for short stalked and close-planting jujube orchards™.
However, the above methods are not fitting to this project according
to the low chromatic aberration and contrast of the image in jujube
orchards. Due to this, conventional binarization methods cannot be
utilized in this study, either, such as Otsu*’ which has a wide
application in navigation path detection for the agricultural mobile
robot autopilot™*!.,

To address this issue, a new binarization method without

grayscale processing was proposed, which has better performance
on the segmentation for this project. Furthermore, the method
proposed can improve the speed and reduce the complexity of the
algorithm according to that it requires only one step. The method is
described in Equation (8).

o) = {255, (pa > pand p, > p,) ®)
0, (others)

where, g(x,y) is the gray value of pixel(x,y). p,, p;, and p; are

component values of the Lab color space of the pixel(x,y),

respectively.

2.4.2  Noise removal

After the threshold segmentation process, there is lots of noise
within the in-row area. To remove the noise, the area-based
denoising algorithm was proposed. After image segmentation, the
grayscale value of the pixels in the in-row area is 255, and 0 is the
grayscale value for the pixels in the out-row area.

The first step of the proposed algorithm is to find all the
connected areas by using the SRG algorithm. Then, for the in-row
area, the grayscale value of pixels that are not in the maximum
connected area is set to 0, and 255 for the inter-row area. The
specific operation is described in Algorithm 1.

Algorithm 1: Noise removal method

Input : A binary bitmap 7,, of size wxh
output: A bitmap I;, of size wxh after noise removal, I, <0
Initialization: L, matrix of size wx/ for pixel labels in 1,,, L<0; p,, to
save coordinates of the pixel in the current connected area, p.<0; p,, to
save coordinates of the pixel in the connected area which is noise,
P,<0; s, size of p,, s.<0; s,, size of p,, 5,<0; d_, to save 4 directions
of the current seed, d.«[(-1, 0), (1, 0), (0, -1), (0, 1)]; PixelValue() is
the function to get the value of the pixel
1: for/«—0to2do
2 if /==0 then p = 0;
3 else p =255;
4: Sy =0;
S: forj«— 1toh—1do
6 fori—1tow—1do
7 if L;;)==1 then continue;
8 this— PixelValue(Iml[i, j]);
9: if this == p then
10: Pe=l

11: s.=0

12: add (4, ) into p,

13: seed =[]

14: add (i, /) into seed

15: while seed # [] do

16: scur <+ Remove a seed from seed,
17: for i < 0 to 4 do

18: cor = scur + d,[h];

19: p. < PixelValue(Im[cor]);
20: if p, == p and L[cor] == 0 then
21: s.=s.t1

22: Llcor]=1

23: add cor into seed

24: add cor into ¢

25: end

26: end

27: if s, <s,, then

28: add p, into p,

29: S, =58, + S,

30: else s, =s.;

31: end

32: end

33: for k < 0 to s, do

34: Im'[p,[K]]=255-p

35: end

36: end

2.4.3 Border smoothing

After the denoising process, a better segmentation result was
obtained. However, the noise of sharp edges still exists at the
border, which can decrease the accuracy of the navigation path.
There are two types of sharp edges, the horizontal and the vertical
sharp edges, as shown in Figure 3a.
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Figure 3 The border of the in-row area after and before edge noise removal

For vertical sharp edges, scanning from bottom to top column-
by-column, the pixel value of the point after the first point that does
not belong to the in-row area is set to 0. For horizontal sharp edges,
the first step is to divide the image into two parts. Then, the
scanning direction is that, for the left part, line-by-line scanning
from the right to the left, and the opposite for the right part. The
next process is the same as the processing of vertical sharp edges.
The border after border smoothing is depicted in Figure 3b. The
specific operation of border smoothing is described in Algorithm 2.

Algorithm 2: Border smoothing method

2.5 Tree row lines access
2.5.1 Reference point generation of tree row lines

In this study, the reference points are the border points of the in-
row are according to that the border of the in-row is the tree row
line. For this method, the first step is to find the pixel point within
the in-row area, and this pixel point is used as the seed for the SRG
algorithm. Then the pixel point that can no longer grow is the
reference point. Algorithm 3 describes details of this method.

Algorithm 3: Method for navigation points extraction based on the SRG
algorithm

Input : A binary bitmap 7,, of size wxh

output: A bitmap /,, after border smoothing
Initialization: i,, the pixel column index for the image is divided into
left and right parts, ip < 0; PixelValue() is the function to get the value

of the pixel

1: fort«—0to2do

2 if 1==0 then

3 for i — 0 to w do

4 forj—h—1to0do

5: this«— PixelValue(Im[i, j]);
6: if this == 0 then j, =j

7: for j, — j; to end do

8 Imli, j]=0

9: end

10: end

11: end

12: end

13: else

14: Pn=0

15: for i — 0 to w do

16: P,=0

17: forj — Oto(h—1)do

18: this— PixelValue(Iml[i, j]);
19: if this == 255 then p,=p, + 1;
20: end

21: if p, > p,, then

22: Pn=Pn

23: L, ==1i

24: end

25: end

26: for / <— 0 to 2 do

27: if /==0 then

28: start = i,

29: end=0

30: end

31: else

32: start = i,

33: end=w

34: end

35: for j < start to end do

36: for i < i, to 0 do

37: this<— PixelValue(Im[i, j]);
38: if this == 0 then i, = i;
39: end

40: for k < 0 to s, do

41: Imlig, j1=0

42: end

43: end

44: end

45: end

46: end

Input : A binary bitmap 7, of size wxh

output: Points p for fitting navigation path, p—[]
Initialization: d., to save 4 directions of the current seed, d. < [(—1,
0),(1, 0),(0, —1),(0, 1)]; PixelValue() is the function to get the value of
the pixel

I: forj«—1toh—1do

2 fori—1tow—1do

3 this— PixelValue(Iml[i, j]);
4: if this == p then continue;
5: seed =[];

6 add (i, j) into seed;

7 end

8 break

9: end

10:  while seed # [] do

11: scur +— Remove a seed from seed,
12: time =0

13: for 1 < 0 to 4 do

14: cor = scur + d [h];

15: p. < PixelValue(Im[cor));
16: if p. == 255 then

17: time = time + 1

18: add cor into seed

19: end

20: end

21: if time # 4 then add scur into p;
22: end

2.5.2  Line fitting of the tree rows

Fitting methods are mainly composed of the Hough
Transform®>*! and the Least Square®™. Since Hough Transform is
computationally expensive”, the Least Square method was applied
in this study. The tree row line is detected by using least square
algorithm shown in Equations (9) and (10) based on reference
points. x; and y; is the coordinates of the i. reference point. k£ and b
denoted the slope and intercept of the navigation path.

PIEE:
izt Xi
KXo = ==—
n
2o
iz1 Vi
Youm = T
’ 9
_ Dm Nk
XX = =
n
n
_ Zi:]yiy[
Y sum =
n
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NXX qum = XsumX sum (10)
_xsumxyxum + XX sumy sum

NXX sum = XsumXsum

b=

2.6 Navigation path access

Figure 4 is the schematic diagram of the navigation path access.
The two solid red lines are the tree row lines after fitting, and the
solid blue line is the navigation path. According to the principle that
two points determine a straight line, we only need to find two points
on the centerline. The method to work out the two points p,,i(p,1

DPu1_y) and p,>(D, 1> Pra ) 18 described in Equation (11).

_ Put P
pnlix 2
Doty = Puy ';prl_y
_ PP (1
anﬁx 2
PoytPoy
Py = — 3

The top left corner of the image is the origin of the coordinate
system, and the orientations of arrows are the positive directions of
the X-axis and the Y-axis. py(py_»» pu ) and pp(Pi o Pi 3)s PrPr
D _y) and po(p,2 1 Pra ) are the two end points of the left and right
border lines respectively.

The flowchart of the algorithm is shown in Figure 5. Figure 6
describes the result of each processing step in the proposed

algorithm.

a. Original image

d. Noise removal

b. Image preprocessing

e. Border smoothing

X
>
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Out-row area
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- e 4 IN-TOW. areas e

Yy

Figure 4 Schematic diagram of the navigation path access
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Figure 5 Flow chart of the proposed algorithm

f. Access of tree row lines and the path

Figure 6 Processing result of each step in the proposed algorithm

3 Results and analyses

3.1 Results

To verify the algorithm performance in terms of the detection
speed and false detection rate, the test experiment has been carried
out through 8 sets of videos randomly selected from videos
collected. In this study, it is a false detection frame when the
detection result has a large error from the visual inspection.

Furthermore, the false detection rate r,, is calculated by Equation

(12). wyand t,are the number of false detection frames and the total

frames, respectively. Experimental results are listed in Table 2.
=W

r, = tf (12)

It can be seen from Table 2 that the average detection speed
and false detection rate are 41 fps and 3.98% respectively, which
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Table 2 Experimental results of the false detection rate and
detection speed

No t wr rw /% Average detection speed/fps
1 2910 131 4.50 40
2 3021 88 291 42
3 3241 165 5.09 43
4 3623 134 3.70 38
5 2891 127 4.40 42
6 2641 103 3.90 40
7 2951 121 4.10 42
8 3970 135 3.40 37
average 3.98 41

can meet the requirement of the jujube harvester autopilot.
3.2 Analysis of the false detection

Severe image exposure is the main cause of the false detection
in this study. The processing results of all steps of the severe
exposure image are displayed in Figure 7. Due to the exposure
impact, there is lots of noise in the in-row area and out-row area
displayed in Figure 7b, and the border is not obvious. After noise
removal and border smoothing, the accuracy of border points is not
up to the requirement which leads to false detection. Hence, image

a. Original image

d. Noise removal

F a9

e. Border smoothing

exposure should be avoided in actual operation.
3.3 Image preprocessing

To select a suitable color space, the comparison experiments of
RGB, HSI, HSV, and Lab color space were carried out. The images
on the first row in Figure 8 are the images in different color spaces,
and the ones on the second row are the results after the threshold
segmentation. For the image in RGB, HSI, and HSV color spaces,
the methods of the Average grayscale value method“", and the Otsu
method*” were applied for threshold segmentation, which can
obtain the best segmentation result for the image in this study. The
result of the image in the Lab color space was obtained by the
threshold segmentation method proposed in this paper.

It can be seen in Figure 8d that the image in Lab color space
can be better divided into two parts, the in-row area and the out-row
area, and the borders of the in-row area are obviously. However,
these could not be observed well from RGB, HSI and HSV color
space displayed in Figure 8a, Figure 8b, Figure 8c. Meanwhile, the
Lab color space has better performance from the threshold
segmentation results by comparing Figure 8b, Figure 8d, Figure 8f,
and Figure 8h. Hence, the Lab color space is more suitable than

other color spaces.

c. Threshold segmentation

f. Access of tree row lines and the path

Figure 7 Processing results of each step in the proposed algorithm under false detection

a. RGB color space

I-u' 5 A

e R YO

e. RGB threshold segmentation

f. HSI threshold segmentation g. HSV threshold segmentation

et 3

Figure 8 Threshold segmentation result of the image in different color spaces
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3.4 Image segmentation
3.4.1 Threshold segmentation

The comparative experiment was carried out among different
threshold methods for finding a suitable thresholding method for
image segmentation. Figure 9 describes threshold segmentation
result of different methods. The methods of the Chromatic
Aberration method*”, Weighted Average Grayscale method“”,

c. Weighted average grayscale

Average Grayscale Value method™ are utilized to grayscale the
image, and the Otsu™” is utilized to work out the threshold value.
Comparing with Figure 9a, it can be seen that there is more

noise in the out-row area in Figure 9b, Figure 9c, and Figure 9d, and
the size of the in-row area also is larger which results in the wrong
tree row line. Thus, the threshold method proposed in this paper can
be applied.

e e R [ Pt e e TS
d. Chromatic aberration

Figure 9 Threshold segmentation result of different methods

3.4.2 Noise removal

The noise removal method is employed for further segmentation
due to the fact that, after threshold segmentation, there is lots of
noise in the in-row area and out-row area displayed in Figure 10a,
Figure 10d, and Figure 10g. The images after noise removal are
shown in Figure 10b, Figure 10e, and Figure 10h. As can be seen
that the image after noise removal is divided clearly into two parts,

SRd

g. Binary image

b. Noise removal

e. Noise removal

h. Noise removal

and there is no noise in the interior of the in-row area and out-row
area. Hence, the area-based threshold method can work well.
3.43 Border smoothing

Figure 11 describes the tree row line points, tree row lines, and
navigation path under different conditions. The accuracy of the
left tree row line in Figure 11b is more accurate than the one in
Figure 11d. Thus, the border smoothing method is necessary.

c. Border smoothing

f. Border smoothing

i. Border smoothing

Figure 10 The processing result of noise removal and border smoothing on different videos

Meanwhile, we can see that the borders of the in-row area after
border smoothing are clearer, and more coherent and smooth by

comparing images Figure 10b with Figure 10c, FigurelOe with
Figure 10f, and Figure 10h with Figure 10i.
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a. Points of the tree row lines
after border smoothing

b. Tree rowlines and navigation path

d. Tree row lines and navigation path

c. Points of the tree row lines
without border smoothing

Figure 11 Reference points of tree row lines, tree row lines, and

navigation path under different conditions

4 Conclusions

This study set out to develop an algorithm of vision-based
navigation path detection for the jujube harvester autopilot. The
study contributes to realizing the jujube harvester autopilot and
promotes the automation of the jujube production.

The proposed algorithm consists of four steps: image
preprocessing, image segmentation, tree row lines access, and
navigation path access. For image preprocessing, the Lab color
space has better performance than RGB, HSV, and HSI color space
in this project. The methods of area-based noise removal and border
smoothing can further improve the image segmentation effect, and
improve the accuracy of the navigation path. Experimental results
confirmed that the algorithm performance of the average detection
speed and false detection, 41 fps and 3.98% respectively, which can
meet the requirement of the jujube harvester autopilot.

The limitations of the present studies naturally include the test
experiment in jujube orchards further verified the performance of
the proposed algorithm. Meanwhile, future research should consider
the potential effects of image quality more carefully, for example,
image exposure.
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