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Cutting of sheep carcass using 3D point cloud with dual-robot system 
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Abstract: The precise and automatic cutting of sheep carcasses can improve the quality of mutton.  Robots are widely used in 

meat processing because of their good repeatability and high precision.  Two essential problems encountered in robot working 

of sheep carcass processing are robot calibration and cutting trajectory planning.  A method of cutting sheep carcasses based 

on 3D point clouds with a dual-robot system was proposed in this study.  The dual-robot system consists of a 3D scanning 

system, a fixing device for sheep carcasses, and a cutting robot.  The calibration of the dual-robot system was completed by 

solving the matrix problem AXB=YCZ using the iterative method and the closed-form method.  The 3D model of a sheep 

carcass was constructed using a 3D scanner.  The cutting scheme of the cutting robot was planned based on the processed 3D 

point clouds.  To show the feasibility of the proposed sheep carcass processing scheme, practical experiments were carried out.  

The results of the experiments show that the cutting robot can accurately perform the cutting actions according to the planned 

cutting scheme.  The system proposed in this study can improve the efficiency and precision of sheep carcass cutting. 
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1  Introduction

 

The consumption of meat products is increasing when the 

world’s population is growing and people’s eating habits are 

changing.  Mutton is one of the meats that has seen the biggest 

increase in consumption.  Because robots have the advantages of 

high flexibility and good repeatability, the application of robots in 

sheep carcass processing is one of the ways to improve the quality 

of mutton.  The application of robots in sheep carcass processing 

is faced with many problems, such as the calibration of robot 

systems, sheep carcass positioning, and sheep carcass cutting 

trajectory planning. 

Robots are widely used in agriculture[1,2], surgery[3], 

education[4], industry[5,6], and other fields.  Robots have been 

widely used in the meat processing industry according to practical 

needs.  Misimi et al.[7] developed a robot called Gribbot that is 

used to harvest the front half of chicken.  It solves the problem of 

grasping and scraping chicken fillets from non-rigid chicken 

carcasses.  Denmark designed a typical clean slaughter line.  A 

series of robots cut the throat, loosen the fat end, divide the hind 

legs, open the carcass and perform evisceration.  The application 

of these robots saves a great deal of labor[8].  Industrial Research 

Limited in Australia developed the world’s first beef belly rip 
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robot[9].  Singh et al.[10] developed a robotic brisket-cutting system 

for lamb and sheep carcass.  The initial success rate of the system on 

lambs is 96% and on sheep is 95%.  The application of the above 

robots in meat processing provides a lot of experience and help. 

More and more cooperative dual-robot systems have been 

applied in the applications of rescue activity[11], aerial work[12], 

robotic surgery[13-15], payload transportation[16], and fruit harvest[17], 

among others.  The dual-robot system has the advantage of large 

operating space and is suitable for sheep carcass processing.  The 

application of a dual robot system must first solve the calibration 

problem.  The calibration of a dual-robot system mainly involves 

flange-sensor, base-base, and flange-tool transformation matrices 

calibrations.  Qiao et al.[18], Zhao et al.[19], Zhu et al.[20,21], Wang et 

al.[22] researched the calibration problem of a dual-robot system 

using step-by-step calibration methods.  To reduce the calibration 

errors in step-by-step calibration methods.  Yan et al.[23], Wu et 

al.[24], Wang et al.[25], Ma et al.[26] proposed several approaches for 

solving flange-sensor, base-base, and flange-tool transformation 

matrices calibrations problems simultaneously.  The methods 

proposed by Yan et al. and Wu et al. had one common problem is 

that the iteration progress is time-consuming because it needs to 

carry out the least squares of all samples and calculate the inverse 

matrices in each iteration.  The method proposed by Ma et al. can 

only be used in zero noise or small noise conditions.  Wang et 

al.[27] proposed a closed-form method based on the Kronecker 

product and an iterative method to solve the dual-robot calibration 

problem, which converts a nonlinear problem into solving an 

optimization problem of a strictly convex function.  This method 

has the advantages of high precision and high efficiency.  In this 

study, the modified iterative method and the closed-form method 

were used to solve the dual-robot calibration problem. 

Machine vision technologies are widely used in meat 

processing to solve problems of meat positioning and robot work 

trajectory planning.  Mu et al.[28] designed a 3D vision-guided 
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system for half sheep carcass cutting robot.  The images of the 

half-sheep carcass were obtained by the Azure Kinect camera, and 

the ribs and spine of the half-sheep carcass were identified using 

the Deeplab v3+ model.  Bondø et al.[29] designed an automated 

salmonid slaughter line using machine vision.  The stunned fish 

was scanned using 3D machine vision, the cut point was identified, 

and the bleed-cutting robot was used to cut the fish.  Guire et al.[30] 

used structural light to extract the profile and key points of the 

spine of cattle carcasses.  The robot then cuts the carcass along the 

characteristic lines between the key points.  Cheng et al.[31] used 

Microsoft Kinect to develop a visual system for detecting insertion 

points on ovine carcasses.  The image information was used to 

guide the cutter insert into the insertion point for cutting the belly 

of the ovine carcasses.  Liu et al.[32] used the 2D camera to 

identify the porcine abdomen curve based on the grey step, and 

then the quintic spline curve is fitted from the image.  Cong et 

al.[33] proposed a method of point cloud clustering combined with 

principal component analysis (PCA) to identify the cutting line 

position of the porcine abdomen.  In the following study, Cong et 

al.[34] developed a porcine abdomen cutting robot system using 

binocular vision techniques based on kernel principal component 

analysis (KCPA).  In summary, the technologies mentioned above 

have been applied to meat cutting successively, but different visual 

technologies bring different degrees of errors.  Point cloud has 

great potential in planning the cutting trajectory of the sheep 

carcass because it can record the 3D features of the sheep carcass in 

the form of coordinates and vectors. 

To achieve efficient and accurate cutting of sheep carcasses, a 

method of trajectory planning for cutting sheep carcasses based on 

3D point clouds with the dual-robot system was innovatively 

proposed in this study.  One of the contributions of this study is 

the design of a dual robot system for sheep carcass cutting.  The 

closed-form method and iterative method were used to calibrate the 

dual-robot system.  Another contribution of this study is to 

propose a cutting scheme based on the 3D point cloud of sheep 

carcasses.  The feasibility of the scheme was verified by 

experiments. 

2  Dual-robot system setup and calibration 

2.1  System setup 

As shown in Figure 1, the experimental devices consist of a 3D 

scanning system, a fixing device for sheep carcass, and a cutting 

robot.  The sheep carcass is hung on the hanger using the hook.  

The cutting robot is directly opposite the scanning robot. 
 

 
1. Scanning robot  2. 3D scanner  3. Hanger  4. Hook  5. Sheep carcass   

6. Cutter  7. Cutting robot  8. Platform  9. Pneumatic clamps 

Figure 1  Schematic diagram of the experimental scheme 
 

2.1.1  3D scanning system 

In this study, a 3D scanning system was used to construct the 

3D model of the sheep carcass.  As shown in Figure 2, the 3D 

scanning system consists of a 3D scanner (vision3d, China, 

PowersScan 2.3M 3D scanner, measurement accuracy ±0.015 mm, 

optimum measuring distance 640 mm), a scanning robot (ABB IRB 

1600 10/1.45 robot, six DOFs, position repeatability 0.05 mm), a 

robot controller, and a computer (an Intel i7 9700 CPU with 

3.00 GHz and an 8 GB DDR4 RAM, USA).  The specific 

parameters of the scanning robot are shown in Table 1.  The 

computer is connected to the scanning robot controller to plan the 

scanning trajectory of the scanning robot.  The robot controller 

issues movement instructions to the scanning robot and the 

computer issues scanning instructions to the scanner. 

 
Figure 2  Schematic image of the 3D scanning system 

 

2.1.2  Fixing device of sheep carcass 

The fixing device was designed to solve the swinging problem 

of the sheep carcass that may occur during the scanning process.  

As shown in Figure 3, the fixing device of sheep carcass consists of 

a hanger, a hook, and two pneumatic clamps.  The hanger is made 

of aluminum profiles (a length of 3 m, and a height of 2.5 m).  

One end of the hook is connected to the hanger, and the other end 

is connected to the hind legs of the sheep carcass.  The two front 

legs of the sheep carcass are clamped by pneumatic clamps. 
 

 
Figure 3  Fixing device of the sheep carcass 

 

2.1.3  Cutting robot 

The function of the cutting robot is to perform the cutting 

actions according to the planned cutting scheme.  The model of 

the cutting robot is ABB IRB 6700-200/2.6 robot (six DOFs, 

position repeatability 0.05 mm).  A cutter is mounted on the 

end-effector of the cutting robot.  The cutting trajectory of the 

cutting robot is planned based on the 3D point clouds of sheep 

carcass.  The parameters of the cutting robot are listed in Table 1. 

2.2  System calibration 

The cutting trajectory is planned according to the spatial 

coordinates of point clouds based on the basic coordinate system of 

the cutting robot.  The spatial coordinates of the point clouds 

picked up by the 3D scanner are based on the scanner coordinate 

system.  Therefore, the spatial coordinates transformation of point 

clouds among different coordinate systems is necessary.  In this 

study, it is solved by finding the transformation matrices. 



September, 2022                Bao X L, et al.  Cutting of sheep carcass using 3D point cloud with dual-robot system                Vol. 15 No. 5   165 

 

Table 1  Parameters of the dual-robot 

Robot version Reach/m Payload/kg Position repeatability/m Path repeatability/mm Working range 

IRB 

1600-10/1.45 
1.45 10 0.05 0.13 

Axis 1 +180° to −180° 

Axis 2 +150° to −90° 

Axis 3 +65° to −245° 

Axis 4 +200° to −200° 

Axis 5 +115° to −115° 

Axis 6 +400° to −400° 

IRB 

6700-200/2.60 
2.60 200 0.05 0.10 

Axis 1 +170° to −170° 

Axis 2 +85° to −65° 

Axis 3 +70° to −180° 

Axis 4 +300° to −300° 

Axis 5 +130° to −130° 

Axis 6 +360° to −360° 
 

2.2.1  Mathematical modeling of calibration problems 

As shown in Figure 4, the calibration of the dual-robot system 

can be formulated into a matrix equation as AXB=YCZ.  {O1}, 

{E1}, {S}, {O2}, {E2}, and {T} represent the basic coordinate 

system of the scanning robot, the end-flange coordinate system of 

the scanning robot, the 3D scanner coordinate system, the basic 

coordinate system of the cutting robot, the end-flange coordinate 

system of the cutting robot, and the target coordinate system, 

respectively.  Where X, Y, Z represent the unknown constant 

homogeneous transformation matrices from {E1} to {S}, from {O1} 

to {O2}, and from {E2} to {T}, respectively.  Symbols A, B, C 

represent the given varying homogeneous transformation matrices 

from {O1} to {E1}, {S} to {T}, and {O2} to {E2}, respectively. 

 
Note: {O1}, {E1}, {S}, {O2}, {E2}, and {T} represent the basic coordinate 

system of the scanning robot, the end-flange coordinate system of the scanning 

robot, the 3D scanner coordinate system, the basic coordinate system of the 

cutting robot, the end-flange coordinate system of the cutting robot, and the 

target coordinate system, respectively.  X, Y, and Z represent the unknown 

constant homogeneous transformation matrices from {E1} to {S}, from {O1} to 

{O2}, and from {E2} to {T}, respectively.  Symbols A, B, and C represent the 

given varying homogeneous transformation matrices from {O1} to {E1}, {S} to 

{T}, and {O2} to {E2}, respectively. 

Figure 4  Schematic diagram of calibration of the dual-robot 

system 
 

It is obvious from Figure 4 that solving the matrix equation  

AXB YCZ                    (1) 

is the method for solving the calibration problem of the dual-robot 

system.  A homogeneous transformation matrix T can be 

represented as 

1
T T 

   0

R t
T                  (2) 

where, RT represents a 3×3 rotation matrix and tT represents a 3×1 

translation vector.  Equation (1) can be decomposed into the 

rotation and translation parts. 

A X B Y C ZR R R R R R               (3) 

+ A X B A X A Y C Z Y C Y   R R t R t t R R t R t t       (4) 

where, RA, RX, RB, RY, RC, and RZ are 3×3 rotation matrice of 

matrices A, X, B, Y, C, and Z, respectively.  tB, tX, tA, tZ, tC, and tY 

are 3×1 translation vectors of matrices A, X, B, Y, C, and Z, 

respectively.  Equation (3) is the rotation part and Equation (4) is 

the translation part.  In the calibration process, the n sets of 

homogeneous transformation matrices Ai, Bi, and Ci (i=1, 2, 3, ..., n) 

were obtained by changing the attitudes of the two robots.  Then, 

Equation (3) and Equation (4) can be extended to 

i i iA X B Y C ZR R R R R R              (5) 

+ 
i i i i i iA X B A X A Y C Z Y C Y   R R t R t t R R t R t t       (6) 

where, , , , , ,
i i i i i iA B C A B CR R R t t t (i=1, 2, 3, ..., n) represent rotation 

matrices and translation vectors of the ith group.  Thus, solving 

Equation (1) is equivalent to solving Equations (5) and (6). 

In this study, the modified iterative method is used to solve 

Equation (5).  The closed-form method is used to solve Equation 

(6). 

2.2.2  Iterative method 

Solving for Equation (5) is equivalent to solving for the 

following objective function: 

2

1

min ( , , )

1
( )

s.t. ,  ,  

i i i

X Y Z

n

A X B Y C Z F
i

T T T
X X Y Y Z Z

n 

 

  



R R R

R R R R R R

R R I R R I R R I

g

        (7) 

where, ming() is the objective function, 
2

i i iA X B Y C Z F
R R R R R R  

is the residual error item of Equation (5), F is the Frobenius norm, I 

is the orthogonal matrix.  RX, RY, Rz are orthogonal matrices.  

The Lagrangian relaxation method of Equation (8) is used to 

establish the objective function because it is difficult to find the 

optimal solution directly under the constraints of Equation (7).  It 

converts the minimization problem with constraints to that without 

constraints. 

2

1

1

2 2 2

2 3 4

min ( , , )

1
( ...

)

i i i

X Y Z

n

A X B Y C Z F
i

T T T
X X Y Y Z Z

F F F

n


  



  

    



R R R

R R R R R R

R R I R R I R R I

g

   (8) 

where, 
2

T
X X

F
R R I , 

2
T

Y Y
F

R R I , and 
2

T
Z Z

F
R R I  are 

penalty terms that force RX, RY, and Rz to be orthogonal matrices.  

Symbols μ1, μ2, μ3, μ4 are weight coefficients.  The application of 

the Lagrangian relaxation method makes the calculation faster.  

But the final solution of RX, RY, and Rz may not satisfy the 

orthogonality strictly.  Therefore, it is indispensable to make RX, 

RY, and Rz strictly orthogonal by normalizing the solution.  The 
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residual error items of Equation (8) can be defined as Equation (9) 

to simplify the expression. 

1

2 3 4, ,

i i iA X B Y C Z

T T T
X X Y Y Z Z

 

     

E R R R R R R

E R R I E R R I E R R I
     (9) 

Substituting Equation (9) into Equation (8), the objective 

function can be rewritten as 

2 2 2 2

1 1 2 2 3 3 4 4

1

1 1 1 2 2 2 3 3 3 4 4 4

1

1

min ( , , )

1
( )

1
( ( ) ( ) ( ) ( ))

1
( , , )

X Y Z

n

F F F F
i

n
T T T T

i

n

i X Y Z

i

n

tr tr tr tr
n

n

   

   







   

   









R R R

E E E E

E E E E E E E E

R R R

g

g

(10) 

where, tr(•) represents the trace of a matrix.  It is obvious that the 

Frobenius norm and the 2-norm are both strictly convex functions 

of their respective arguments.  Therefore, the objective Equation 

(10), which is the sum of strictly convex functions, is still strictly 

convex.  The problem of solving the matrix Equation (5) is 

converted to a strictly convex optimization problem of Equation 

(10). 

In this study, the Gradient Descent (GD) algorithm was used to 

solve the optimization problem of the strict convex Equation (10).  

A typical iteration of GD for Equation (10) is represented as 

1 ( )
tt t t t   VV V Vg              (11) 

where, [ , , ]
t t tt X Y ZV R R R  represents the 3×9 independent 

variable matrix at the tth iteration, ηt (ηt>0) represents the step size, 

( )
t tV Vg  represents the gradient of Equation (10) at Vt.  

Stochastic Variance Reduced Gradient with Barzilai-Borwein 

(SVRG-BB) is derived from GD which has high computational 

efficiency and good iteration stability.  The iteration step sizes ηt 

(ηt>0) and the expression of the gradient ( )t
tV Vg  are imperative 

to SVRG-BB.  Appropriate selection of step size can improve the 

calculation efficiency and stability of iteration.  SVRG-BB only 

applies the case where the independent variable is a scalar or a 

vector.  But independent variable Vt is a 3×9 matrix in this article 

which means the expression of ηt in SVRG-BB is no longer 

applicable.  The expression of ηt is modified as Equation (12) to 

solve the problem. 

2

1 1 1 1/ ( ) ( ( ) ( ))
t

T
t t t t t t t tF F

        VV V V V V Vg g   (12) 

According to the matrix derivation rule, the gradient ( )V V g  

of the objective Equation (10) is derived as  

1

1 3

1 4

1

( ) ( ) ( ) ( ) 1
( ) , , ( )

[ ( ) 2 ( )],
2

[ ( ) 2 ( )],

[ (

i i i i i

i i i i i

i i i i i

n

V i

X Y Z i

T T T T
X B B A Y C Z B X X X X

T T T T T
Y C Z Z C A X B Z C Y Y Y Y

T T T T
C Y Y C Z C Y A X B

V
V

V n

n

   

 

 





    
     

 

  

   



 V

V V V
V

R R R

R R R R R R R R R R R R

R R R R R R R R R R R R R R

R R R R R R R R R R

g g g g
g g

1
5

3 9
) 2 ( )],

n

i T
Z Z Z Z





 
 
 
   


R R R R

(13) 

2.2.3  Closed form method 

Equation (4) can be rewritten as 

Pt c                     (14) 

where, [ ]A Y C  P R I R R , [ ]T T T T
X Y Zt t t t , 

Y C A A X B  c R t t R R t .  For n groups of dual-robot attitudes.  

They can be represented as 

=Pt c                    (15) 

where, 1 2[ ... ]T
nP J J J , 1 2[ ... ]T

nc c c c .  So the 

translational component t can be solved by Equation (16). 

1( )T Tt J J J c                (16) 

Equation (5) is still satisfied when any two of RX, RY, and Rz 

multiply themselves by −1.  

( ) ( )

( ) ( )

( ) ( )

i i i

i i i

i i i

A X B Y C Z

A X B Y C Z

A X B Y C Z

  

  

  

R R R R R R

R R R R R R

R R R R R R

          (17) 

The translational components will be far from the true value 

when one of the situations in Equation (17) occurs.  To solve this 

problem, the residual error e  can be defined as 

|| ||Fe  AXB YCZ              (18) 

where, || ||F  represents the Frobenius’ norm of a matrix.  Find 

the right combination by changing the sign of RX, RY, and Rz which 

makes a minimum residual e.  In other words, there are eight 

different symbol combinations of RX, RY, and Rz.  Calculate the 

residual error of each combination and find the combination when 

the residual error is the minimum.  In this way, the correct 

combination can be obtained.  Then the translational components t 

can be calculated by Equation (16).  The closed-form method 

ensures the accuracy of the results and the calculation speed is fast. 

3  3D modeling and cutting scheme of sheep carcass 

3.1  3D modeling of sheep carcass 

Add the specific parameters of the cutter and the 3D scanner to 

the reachable space simulation of the dual-robot system.  As 

shown in Figure 5, the reachable spaces of the two robots form an 

intersection which is the reachable space of the dual-robot system.  

As long as the sheep carcass is placed in the working reachable 

space of the dual-robot system, the 3D modeling of the sheep 

carcass can be realized. 

 
Figure 5  Working reachable space of dual-robot system 

 

3D modeling of the sheep carcass is carried out after the 

experimental devices have been set up according to Figure 1.  

Picking up the 3D point clouds of the sheep carcass as much as 

possible is the key to the experiment.  The scheme that the front of 

the scanning robot faces the back of the sheep carcass is adopted, 

which ensures the 3D point clouds of the back and two flanks of 

the sheep carcass can be picked up.  It is acceptable not to scan 

the abdomen that has been cut open, as little useful surface 

information can be obtained from the abdomen. 

After the sheep carcass has been hung up, a 3D model of the 

sheep carcass is constructed according to the flow in Figure 6.  It 

starts by connecting the 3D scanner to the computer.  Then adjust 

the attitude of the scanning robot and focus the 3D scanner on the 

surface of the sheep carcass.  The spatial position of the 3D 

scanner is defined as the marked point.  The attitude date of the 

scanning robot is recorded in the controller.  This process is 

repeated dozens of times for the 3D scanner can as 

comprehensively as possible pick up the point clouds of the sheep 

carcass.  Afterward, the scanning trajectory is planned according 

to the marked points so that the scanner can reach all the marked 
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points in turn for scanning.  When the 3D scanner moves to a 

marked point, the scanning robot then maintains its attitude for 2 s.  

During this time, the 3D scanner completes the scan, and the point 

clouds are saved on the computer.  The scanning of the sheep 

carcass is completed after the 3D scanner has scanned the carcass 

at the last marked point.  It should be noted that the spatial 

coordinates of the point clouds are based on the 3D scanner 

coordinate system.  So the spatial coordinates transformation of 

the point clouds is indispensable to realize the 3D modeling of sheep 

carcass based on the basic coordinate system of the cutting robot. 

 
Figure 6  Flow of 3D modeling of sheep carcass 

 

3.2  Cutting scheme of sheep carcass 

To accurately segment each part of the sheep carcass.  The 

cutting trajectory planning of the cutting robot is planned according 

to the Technical Specification for the Segmentation of Mutton 

NY/T 1564-2007, the agricultural industry standard issued by 

China in 2007[35].  As shown in Figure 7, the sheep carcass needs 

to be cut 7 times. 

The 3D scanner scans the sheep carcass at n different marked 

points, and n groups of point clouds are picked up after the scanner 

has completed the scanning.  Di is a matrix containing the spatial 

coordinates of the ith group point clouds.  Supposing there are m 

point clouds in the ith group.  Di is a 4×m matrix that can be 

defined as  

1 2

1 2

1 2

...

...

...

1 1 1 1

m

m
i

m

a a a

b b b

c c c

 
 

  
 
 

D               (19) 

 
1. Neck  2. Breast and lap  3. Forequarter  4. Rack  5. Loin  6. Rump-bone 

on  7. Leg-chump on  8. Hind shank 

Figure 7  Cutting scheme of experiment 
 

The first three rows of each column of the matrix record the 

spatial coordinates of a point cloud in {S}.  To satisfy the matrix 

operation, the elements of the fourth row are set to 1.  Qi is a 4×m  

matrix that contains the transformed spatial coordinates of the ith 

group of point clouds.  It can be represented as 
1

i i i
Q Y A XD                 (20) 

where, X represents the constant homogeneous transformation 

matrix from {E1} to {S}.  Y is the constant homogeneous 

transformation matrix from {O1} to {O2}.  1
Y  is the inverse 

matrix of Y.  X and Y are solved by Equation (10).  Ai can be 

obtained from the scanning robot controller.  For all of the spatial 

coordinates of the point clouds, there exists 

1 2[ ... ]nQ Q Q Q             (21) 

where, the first three rows of matrix Q contain the transformed 

spatial coordinates of the point clouds.  It means the spatial 

coordinates of the point clouds based on {O2} are obtained after 

the spatial coordinates transformation has been completed.  To 

accurately cut the sheep carcass, the cutter which is mounted on 

the end-effector of the cutting robot must reach the starting  

point of each cut.  And then the sheep carcass was cut by the 

cutter.  But before that, planning the cutting trajectory is 

indispensable. 

Take the jth (j=1,2,3,4,5,6,7) cut for example.  Firstly, The 

point clouds near the incisions are extracted, and then the trajectory 

planning of the cutting is planned according to the spatial 

coordinates of the point clouds.  Because there are a lot of point 

clouds and they are too close to each other, the robot moves slowly 

and unsteadily from one point cloud to another.  Therefore, sparse 

processing of point clouds is necessary.  After that, inputting the 

spatial coordinates of the sparsely processed point clouds into the 

controller of the cutting robot, so that the cutter can reach the 

spatial position of the point clouds in turn. 

4  Experiments results  

4.1  Calibration of the dual-robot system 

As shown in Figure 8, the devices of the calibration experiment 

consist of two robots, the 3D scanner, and the calibration target 

board.  By randomly changing the attitudes of the two robots, the 

3D scanner is used to scan the marker on the calibration target.  

The number of markers points is set as 3, and the 3D coordinates of 

the markers point in {S} are recorded with a matrix (Bi).  

Repeating the process 50 times.  Ai and Ci can be read separately 

from the scanning robot controller and the cutting robot controller.  

The practical experiment of the calibration of the dual-robot system 

is shown in Figure 9. 
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Note: Ai (i=1,… , n) is the pose data of the scanning robot.  Bi (i=1,… , n) is the 

pose data of the cutting robot.  Ci (i=1,… , n) is the 3D coordinates of the 

markers point in {S}. 

Figure 8  Schematic diagram of calibration experiment 
 

 
Figure 9  Practical experiment of calibration of dual-robot system 

 

For the rotation parts.  The algorithm flow of SVRG to 

Equation (10) is described in Figure 10, the weight coefficients μ1, 

μ2, μ3, μ4 were respectively set to 1, 1, 1, 1, the update frequency m 

was set to 3, and the initial step size η0 was set to 0.1.  The 

translation parts are obtained by using the closed-form method.  

The resulting matrices X, Y, and Z are as follows. 
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 (22) 

4.2  3D modeling experiment of sheep carcass 

As shown in Figure 11, the scanning area of the sheep carcass 

is divided into five parts.  Name them Area 1, Area 2, Area 3, 

Area 4, and Area 5.  The point clouds of the sheep carcass are 

picked up by scanning each area with the 3D scanner.  Each area 

was scanned from top to bottom 5 times with the 3D scanner.  In 

total, 25 scans are required in this work. 

The sheep in the experiment is a 6-month-old Small Tail Han 

sheep weighing 27.8 kg.  The scanning experiment is shown in 

Figure 12.  The 3D scanning system completes the scanning of the 

sheep carcass in less than 2 min. 

As shown in Figure 13.  There are 25 groups of 3D point 

clouds in {S}.  The 3D model of the sheep carcass in {O2} is 

obtained after the spatial coordinates transformation of point clouds 

has been completed according to Equation (20).  Figure 14 shows 

the different views of the 3D model of the sheep carcass. 

4.3  Cutting trajectory planning 

The cutting positions of 100 sheep carcasses were recorded and 

analyzed.  As shown in Figure 15, the vertical distance between 

the cross section of the first cut and the top of the neck is about 

20% of the vertical distance between the end of the foreleg and the 

top of the neck.  The vertical distance between the cross section of 

the third cut and the end of the foreleg is 30% of the vertical 

distance between the end of the back leg and the end of the foreleg.  

Similarly, the fourth cut is 50%, the fifth cut is 60%, the sixth cut is 

67%, and the seventh cut is 77%. 

 
Note: 0V  is the initial value; n is the total number of groups of data; Vt is the 

independent variable matrix at the tth iteration; ηt is the iteration step size; m is 

the update frequency; o is the maximum number of iterations; V
*
 is the optimal 

value. 

Figure 10  Algorithm flow of SVRG with a modified step size 

 

Figure 11  Scanning schematic diagram of sheep carcass 3D 

modeling 
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Area 1 

 

Area 2 

Area 3 

Area 4 

Area 5 

 

Figure 12  A total of twenty-five groups of point clouds are collected in the 3D scanning experiment of sheep carcass 
 

 

a. Distribution of point clouds of different 

groups in the {S} coordinate system 

b. 3D model of sheep carcass 

 

Figure 13  Point cloud transformation and splicing 
 

 

Figure 14  Different views of the 3D model of sheep carcass 

 

Figure 15  Position of each cut of sheep carcass 
 

The second cut is determined by the first cut and the fifth cut.  

As shown in the figure.  The Z-axis coordinate of plane α is the 

Z-axis coordinate of the starting point of the first cut.  The point 

cloud of plane α is down-sampled to obtain a line (ab) parallel to 

the Y-axis.  Similarly, plane β and line cd can also be obtained 

from the fifth cut.  The line ca is the trajectory of the second cut. 

As shown in Figure 16, the point clouds near the cuts are 

extracted according to the sheep carcass segmentation standards.  

There are hundreds of point clouds near each cut, which makes 

trajectory planning difficult for the following reasons: 1) The 
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workload is huge; 2) The point clouds are too dense. 

Therefore, the downsampling was done for the point clouds.  

Although the number of point clouds has been significantly 

reduced, the main features of the cutting path are still preserved. 

The cutting trajectory of the cutting robot was planned 

according to the spatial coordinates of processed point clouds.  

There are seven groups of data.  Each group contains the spatial 

coordinates of the point clouds of each cut.  Arrange the order 

among groups according to the order of each cut.  The order of the 

point clouds in each group is arranged from the start point of the 

cut to the end. 

As shown in Figure 17, the cutting robot performs the cutting 

actions according to the planned cutting trajectory.  The cutting 

action of each cut is depicted by three pictures, including three 

cutting instantaneous states at the beginning of cutting, in cutting, 

and at the end of cutting.  The experiment demonstrated that the 

cutting robot can accurately perform the cutting actions. 
 

 

a. Point cloud extraction             b. Point cloud downsampling 

Figure 16  Point cloud extraction and point cloud downsampling 
 

 

Figure 17  Cutting robot performs the cutting action according to the planned cutting trajectory 
 

 

5  Conclusions 

In this study, a dual-robot system was proposed to plan the 

cutting scheme of sheep carcass according to 3D point cloud spatial 

coordinates.  The point clouds of the sheep carcass were obtained 

using a 3D scanner mounted on the end-effector of the scanning 

robot.  The calibration of the dual-robot system was formulated 

into a matrix equation as AXB=YCZ.  The matrix was solved by 

the iterative method and the closed-form method.  The 3D model 

of the sheep carcass based on the basic coordinate system of the 

cutting robot was obtained after the spatial coordinates of the point 

clouds have been transformed.  The point clouds near the cut were 

extracted from the 3D model of the sheep carcass and 

down-sampled.  According to the spatial coordinates of the 

processed point clouds, the cutting trajectory of the cutting robot 

for the sheep carcass was planned.  To demonstrate the feasibility 

of the proposed scheme, a series of practical experiments were 
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carried out, including a dual-robot calibration experiment, a 3D 

scanning experiment of sheep carcass, and a cutting trajectory 

planning experiment.  The experiments show that the cutting robot 

can perform the cutting actions accurately according to the planned 

cutting trajectory.  This scheme can not only be applied to the 

automatic cutting of sheep carcass but also can be used as a 

reference for other poultry carcass-cutting schemes. 
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