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Abstract: The more information obtained about the driving environment, the more ensures driving safety. Due to the complex
driving environment of farmland roads, targets beside the road sometimes have an important impact on driving safety. To
achieve this goal, a novel real-time detection and prediction algorithm of targets was proposed. The whole image was divided
into four parts by RCM: driving region, crossroad region, roadside region, and the other region. In addition, a safety policy for
every part was enforced by the algorithm, which was based mainly on the combination of the YOLACT and GPM. On this
basis, a self-collected data set of 5000 test samples is used for testing. The detection accuracy of the algorithm in the data set
could reach up to 90%, and the processing speed to 30.4 fps. In addition, experiments were carried out on actual farmland
roads, and the results showed that the proposed algorithm was able to detect, track, and predict targets on the farmland road,
and alarm to driver in time before the targets rush into the road. This study provides an important reference for the safe driving
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of agricultural vehicles.
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1 Introduction

In 2018, there were 244 937 traffic accidents in China and a
direct property loss was 1384.56 million RMB yuan'!. The accident
death rate on agricultural vehicles was 45%, and the death accident
rate on farmland roads reached 54.5%". It is very important to
predict the targets in the farmland roads and remind the driver in
time to reduce accidents and improve safety 7.

In order to realize target detection in the driving region, some
different new technologies have been applied in recent decades.
These algorithms can be divided into three categories: feature-
based, model-based, and machine learning-based®. Li et al.”
proposed a method to determine the navigation path by analyzing
the color characteristics of different regions. Liu et al."” introduced
prior information and context information into detection. Choi et
al.'" adopted an algorithm based on the texture and morphological
features of the work region to overcome the impact of
environmental changes. However, the feature-based algorithm is not
sensitive to road shape and is easily affected by watermarks and
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shadows. Compared with the feature-based algorithm, the model-
based algorithm matches the model according to the location,
distribution, shape, and other information of the road. Wang et al.'”
presented an algorithm for the drivable region using an M-shaped
deep architecture model. Liu et al.! designed an improved mixed
Gaussian model to improve recognition accuracy. As these
algorithms have strict requirements on the shape of the road region
and need accurate mathematical models, they are mainly used to
detect the road in a simple environment. In another way, some
researchers have made great efforts with machine learning to solve
the problem™. Liu et al. " proposed a self-supervised online
learning method using Support Vector Machine (SVM) for road
detection. Varona et al.'” presented a deep learning approach to
automatic road surface monitoring and pothole detection. Yang et
al.l'? designed a Region-based Convolutional Neural Network
(RCNN) UNet model to solve the problem of road detection and
centerline extraction.

The previous detection methods for farmland roads mostly
focused on the road surface and edge detection, not on the
recognition target beside the road. Therefore, it is difficult for them
to adapt to the complex driving environment of agricultural
vehicles. To solve the problem, a detection and prediction algorithm
based on the combination of the GPM and YOLACT, You Only
Look At CoefficienTs!"¥ was proposed. Experiments were designed
to test the accuracy of algorithm prediction and multi-object
detection.

2 Materials and methods

2.1 Road Classification Model
Based on a definition of driving region" and the influence of
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other regions on driving region, a Road Classification Model
(RCM) was proposed, which divides a whole image into four parts
(separated by different colors) as shown in Fig 1a. They are driving
region (DR marked by green color), crossroad region (CR marked
by blue color), roadside region (RR marked by red color), and the
other region (OR), respectively. RR refers to the targets in this
region that will enter the driving region after 3 s.

a. RCM segmentation image

b. Trapezoidal vertex figure

c. Trapezoidal region figure

Note: RCM: Road Classification Model proposed in this study.
Figure |  Actual farmland road RCM segmentation and

procedure images

As a road region is trapezoidal from the visual point of view,
the adjacent frame images have a certain correlation, and the
trapezoid of adjacent frames will not change suddenly in the
video®. Therefore, the road region in the next frame can be
predicted by the region of the first 10 frames.

The modeling procedure is as follows:

Step 1: The road region is detected, then four vertices of the
road are found, next two sidelines are figured out based on the
vertices, as shown in Figure 1b and Figure lc. This region contains
two parts: DR and CR.

Step 2: The two sidelines are moved initially outward parallel
by 10 pixels as the RR. The region will be expanded according to
the moving distance of a target in 3s, and the value is recorded
before the algorithm exits, and it will be read as a starting value
next time.

Step 3: The DR and CR are separated by the two corresponding
sidelines, as shown in Figure 1a.

Step 4: According to the influence of driving from targets in
different regions, a safety policy is proposed. DR is the most
concerned, followed by CR, then RR, and finally OR. As soon as
some targets are located in two or more regions, the region with
high concern is selected. The predicting frequency of the target in
different regions is different. The target position of the next frame
in both DR and CR is predicted with the first 10 frames of data. The
reaction time of drivers without specialized training is between 0.2 s
and 0.3 s”". The target position after 0.3 s in RR is predicted with
every 9 frames of data.

Step 5: All targets in those three regions are detected, tracked,
and classified by the safety policy. The Gray Prediction Model
(GPM)™ is adopted to predict a position, and the targets are masked
in DR, as shown in Figure 2.

Figure 2 Detection result image on actual farmland road

2.2 Data acquisition and marking

The data was collected on a farmland road in Lishu County,
Siping City, Jilin Province, China, from March 11 to November 29,
2019. One day a week, three videos were recorded every day,
namely, morning, noon, and evening. A total of 114 videos were
recorded, the duration of each video was about 60 min, the frame
rate was 30 fps, and the image resolution was 640x480 pixels. The
targets detected on farmland roads can be divided into vehicles,
tractors, motorcycles, tricycles, bikes, persons, and dogs. 15 000
random images were selected and added to the training sample, and
5000 images into the test sample. The Apollo scape®™ dataset,
released in 2018 by Baidu Apollo, has been added to training
samples to achieve a good generalization of training results. A total
of 26 data instances with different semantic terms are defined. A
complete training sample of Apollo Scape includes 17 062 images
and corresponding semantic annotation information. The target
categories in Apollo scape were classified (car and truck were
classified as vehicle class, motorcycle, bike, and rider were
classified as motorcycle class, sidewalk, and highway were
classified as road class, and the rest was ignored). Meanwhile, 2164
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tractor images selected from the ImageNet*! dataset were added to
the training sample. Therefore, there were 34 226 images in the
training sample, and 5000 images in the test sample in all.
Labelme™! was adopted to mask the training sample and test
sample, which was an open-source image labeling tool.

A Deep-learning framework TensorFlow™, 16 G memory,
windows 10 operating system, Intel(R) core(TM) 15-9400 CPU, and
Nvidia GeForce RTX 2060 SUPER (8 G) GPU were adopted to
train the network and test algorithm performance.

2.3 Algorithm

The operation procedure of the algorithm is shown in Figure 3.
The algorithm starts by reading an image. Furthermore, the image is
processed by YOLACT, and then road mask and target masks (area
information of target image) are obtained.

Read an image

v

A

YOLACT
Prediction Masks of road
with RCM and targets
fffffffffff T

Predict DR in
next frame

I
I
Predict position :
of Targets I
I

I

I

Output DR and
targets mask

s the ESC key
pressed

End

Note: DR: Driving region; ESC key: Escape key.
Figure 3 Flowchart of the algorithm

Step 1: The targets are classified by RCM. The target position
of the next frame in both DR and CR is predicted with the first 10
frames of data. The reaction time of a driver without specialized
training is between 0.2 s and 0.3 s®. The target position after 0.3 s
in RR is predicted with every 9 frames of data. The obtained
prediction data can provide sufficient reaction time for the driver.

Then the ORB algorithm® with real-time speed is adopted to
extract and describe the feature points, and these feature points are
matched with specific targets through Hamming distance.

Step 2: A GPM™ was built:

A grey derivative is defined as,

X(k) = x'(k)—x'(k—=1) )
) =ax'(b)+Q1-a)x'(k-1), (k=1,...,n)

where, k represents the k-TH data; x°(k) is the original sequence;

x'(k) is the accumulated sequence of x°(k), z'(k) is adjacent value

generation sequence of x'(k), a is called development coefficient.
Then a grey differential equation model is defined as,

X(k)+az'(k)y=b, (k=1,...,n) 2)

where, b is called ash dosage.

Finally, a predicted value formula is
b b
y'(k+1)= (x”(l)—f)xe(’”k)+7, (k=1,...,n) (3)
a a
where, y'(k) is the predicted sequence.
Step 3: One key point of a target could be calculated according
to a center of gravity™ to speed up a calculation, and the formula is

as follows:
Z (x; +x:11) ( N )
i=1 Vi Yin
xX=
(X X
3)( ( i i+1 )
Zi:l Vi Vi1
" Xi Xy
Zv (yi+yi+l)< : >
i=1 Vi Yin .
y= , (=1, 0 X1 = X050 = Y1)
" Xi X
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Z’=1 Yi Yin
“4)

where, (x, y) is the key point; (x;, y;) is a boundary point of a target
mask.

Step 4: According to a relationship between the last frame and
the predicted value key point, the mask of a target is moved as

c=c;+b-b,
{ ' (5)

d=d+a-a, (i=1,...,n;j=1,...,n)

follows:

where, (a, b) is a predicted key point; (a,, b,) is a key point in the
last frame; (c;, d;) is a predicted point of a target mask; (c;, ) is a
point of a target mask in the last frame.

Step 5: After DR and target masks are output, the algorithm
will wait for 10ms, during which it will detect the ESC key, the
algorithm will exit when it is pressed, otherwise, it will continue to
read the next image.

The Root Mean Squared Error (RMSE) test method™ was
introduced to test the dispersion degree of a predicted value.

1 n 2
RMSE = \/ - Zk (y' (k)= x"(k)) (6)

3 Results

3.1 Accuracy experiment of prediction

In order to test the algorithm, an accuracy experiment of
prediction was designed. As mentioned in Section 2, 5000 test
images of the driving region were selected for prediction.

As listed in Table 1, the RMSE differences between
mainstream prediction algorithms and the algorithm above under
different training data numbers were compared in the collected data.
The RMSE
Smoothing®, Holt Linear Trend"”, and Auto Regression Integrated

of Moving Average®™, Simple Exponential
Moving Average (ARIMA)™. increased with the increase of
training data numbers. Markov Model®¥, Naive Bayesian Model",
and Gaussian Process® showed great changes, and their change
trends were similar. The amount of training data was less than 25,
and the RMSE value was greater than 25 and gradually decreased.
And that of training data was more than 50, the RMSE value was
less than or equal to 10, indicating that the predicted value was
close to the test value. The algorithm above can get good results in a
small amount of training data (less than 25). When there were only
8 data, RMSE was less than 10, which can get good prediction
effect in the collected data, and for 10 data, RMSE was only 8. With
the increase in training data, the RMSE did not decrease
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significantly. The lowest point was 25, the RMSE was 6. Then, with
the increase in training data, the value of RMSE gradually
increased, which should be due to the increase in data fluctuation. It
showed that the algorithm of this study was suitable for the
prediction of a small amount of data.

Table 1 Prediction accuracy test data in different numbers of
training data
Root Mean Squared Error (RMSE)

Method 5 8 10 25 50 75 100
training training training training training training training
data  data data data data data data
Markov Model 65 66 40 25 9 7 6
Naive Bayesian
Model 71 70 42 26 10 8 7
Gaussian Process 79 80 45 24 10 8 6
Moving Average 20 21 23 28 33 40 42
Simple
Exponential 18 20 21 25 30 35 42
Smoothing
Holt Linear Trend 16 18 20 28 30 33 39
ARIMA 15 17 18 24 28 30 33
Proposed method 15 3 7 6 1 12 15

in this study

Note: ARIMA: Auto Regression Integrated Moving Average.

As shown in Figure 4, the time required with different training
data volumes and the RMSE generated were compared. With the
increase of data volume (less than 25), the RMSE value decreased.
When the amount of data was less than 10, the value of RMSE

d.

€.

decreased obviously, but the decrease was not obvious between 10
and 25. Therefore, the data volume was 10, and the best balance
between consumption time and prediction accuracy can be obtained.

15.0
Nump,

20.0

25.0

Note: RMSE: Root Mean Squared Error.
Figure 4 Time and RMSE of the algorithm under different
numbers of test data

3.2 Object detection and tracking

In order to test the algorithm, a multiple-target detection
experiment had been designed. As mentioned in Part 2, 5000 test
images of farmland roads were selected for detection, in addition,
we carried out a test on an actual farmland road, and the results are
shown in Figure 5.

f.

Note: The blue mask represents the original region of target; the purple presents predicted region; green presents driving region (DR); and red presents RR.

Figure 5 Processing results of six random images
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As shown in Figure 5a, a bike belonging to DR can be detected
and predicted. In Figure 5b, three bikes and four motorcycles can be
detected and predicted, the second motorcycle from the left was not
moving, as it was located in DR and then marked. In Figure Sc, as
the car was parked inside the OR, it was not marked. In Figure 5d,
the speed of the car was higher than that of the truck, therefore, the
moving distance predicted by the car was longer than that of the
truck. In Figure Se, the difference between a predicted value and the
original was also obvious between people and vehicles that moved
and parked on the roadside. In Figure 5f, due to the opposite
movement direction, the position difference of the person between
the true value and the predicted one was larger than that of vehicle.
As shown above, this algorithm could achieve the detection and
prediction of multiple uncertain targets on unstructured farmland.

5000 images with 550x550 were selected to test multiple
targets. The model was trained on one GPU with ImageNet!
training parameters as preset parameters. The batch size was set to
8, which was suitable for batch normalization, there was no
additional BN layer added, the SGD method was used to train 800 k
iterations, and the initial learning rate was 10°. When the iteration
number was 280 k, 600 k, 700 k, and 750 k respectively, the
learning rate would be divided by 10 using a weight decay of
5%107, momentum of 0.9. The backbone was ResNet-10157,

As listed in Table 2, the performance of the algorithm
mentioned above and those of the most advanced algorithms in the
collected data sample were compared. This table was all the speeds
calculated on one RTX2060, so some of the speeds listed may be
different from those in the original paper. The algorithm speed
proposed was 30.4 fps, which can be used for real-time detection.
YOLACT is a one-stage instance segmentation model, while the
others are two-stage, which can achieve high-speed detection by
removing the second stage. Taking average precision (AP) into
account, the vehicle was of highest AP, up to 90.5%, motorcycle
was followed by 89.8%, tractor was a little lower at 89.4%, tricycle,
road, person, and dog were to 88.9%, 85.6%, 81.4%, and 77.5%
respectively. The experimental results show that this method has a
good effect on the real-time processing of multi-target detection.

Table 2 Comparison of the performance of algorithms

Time/ AP/%
Method FPS - - mAP
ms  Road Vehicle Tractor Motorcycle Tricycle Person Dog
FICS®™ 6.3 158.7 83.7 89.7 889 88.5 88.0 799 76.8 85.1
MS R-
CNN P 8.2 122.0 92.1 964 95.6 96.4 95.0 88.1 83.5924
Mask R-
CNN 1 8.1 116.3 91.2 95.1 943 95.5 93.7 86.8 82.391.3
Ours 30.4 329 856 905 894 89.8 889 81.4 77.5 86.1

Note: FPS: Frames per second; mAP: Mean average precision.

As described in Sections 2.1 and 2.3, a comparative test of
RCM can be performed.

As shown in Figure 6, with the increase of detection targets in
the image, the running time of the algorithm was also increasing,
but the running time of the algorithm with RCM was smaller than
that of the algorithm without RCM. The algorithm without RCM
detected and predicted all the targets in an image, resulting in a
positive correlation between the running time and the number of
targets. In the algorithm with RCM, although the time was also
increased, when the average number of targets reached 10, the
running time was only 33.5 ms. By adding RCM, the real-time
prediction range of the algorithm was increased from 8 to 10
targets.

34.0 F— Ours g
—-- Without RCM >3

335+ p

33.0
325+
320
315
31.0

Time/ms

305 F

Number

Note: Ours means the method proposed in this study.
Figure 6 Time difference caused by different number of targets

4 Conclusions

A real-time algorithm based on the combination of the
YOLACT and GPM was proposed and verified. The algorithm can
effectively segment an image into four parts with RCM, and a
safety policy was developed for each part to predict the targets that
would rush into the road. In the data set, the accuracy of road,
vehicle, tractor, motorcycle, tricycle, person, and dog could reach
85.6%, 90.5%, 89.4%, 89.8%, 88.9%, 81.4%, and 77.5%,
respectively. Furthermore, the algorithm has good detection
accuracy for multiple targets, and its speed can reach 30.4 fps. Two
RMSE difference experiments were carried out, and the results
showed that the algorithm has good prediction data when the
amount of training data is small (less than 25). This algorithm can
be applied to agricultural vehicle navigation and alarm on farmland
roads, and it would be helpful for the further study of roadkill. The
algorithm is suitable for urban roads, highways, and rural roads, but
not suitable for desert and mountain areas, as the last two kinds of
roads cannot be segmented.
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