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Abstract: Finite-Difference Time-Domain (FDTD) is the most popular time-domain approach in computational 

electromagnetics.  Due to the Courant-Friedrich-Levy (CFL) condition and the perfect match layer (PML) boundary precision, 

FDTD cannot simulate soil medium whose surface is connected by multiple straight lines or curves (multi-scale) accurately and 

efficiently, which greatly limits the application of FDTD method to simulate buried objects in soils.  Firstly, this study 

proposed the absorption boundary and adopted two typical perfect matching layers (UPML and CPML) to compare their 

absorption effects, and then using the three forms of improved Yee-FDTD algorithm, alternating-direction implicit 

(ADI-FDTD), unconditionally stable (US-FDTD) and hybrid implicit explicit finite time-domain (HIE-FDTD) to divide and 

contrast the boundary model effects.  It showed that the HIE-FDTD was suitable for inversion of multi-scale structure object 

modeling, while ADI-FDTD and US-FDTD were ideal for single-boundary objects in both uniaxial perfectly matched layer 

(UMPL) and convolution perfectly matched layer (CPML) finite element space.  After that, all the models were tested by 

computer performance for their simulated efficiency.  When simulating single boundary objects, UPML-US-FDTD and 

ADI-FDTD could achieve the ideal results, and in the boundary inversion of multi-scale objects, HIE-FDTD modeling results 

and efficiency were the best.  Test modeling speeds of CPML-HIE-FDTD were compared with three kinds of waveform 

sources, Ricker, Blackman-Harris and Gaussian.  Finally, under the computer condition in which the CPU was i5-8250, the 

HIE-FDTD model still had better performance than the traditional Yee-FDTD forward modeling algorithm.  For modeling 

multi-scale objects in farmland soils, the methods used CPML combined with the HIE-FDTD were the most efficient and 

accurate ways.  This study can solve the problem that the traditional FDTD algorithm cannot construct non-mesh objects by 

utilizing the diversity characteristics of Yee cell elements. 
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1  Introduction

 

The Yee-FDTD-based GPR forward modeling algorithm has 

become a hot research direction in geophysics and computer 

science gradually.  Yee[1] applied a spatial meshing method based 

on Maxwell’s equation and the set of finite difference equations 

was applicable for those boundary conditions or electromagnetic 

pulse.  This method has been pioneered the FDTD method to 

simulate the electromagnetic field.  Panagiotis et al.[2] proposed a 

GPR simulation system of three-dimensional based on FDTD 

models and consisted of a parabolic reflector transmitter and a 

multi-static receiver array.  Their results showed that the approach 

had made the simulated model powerful and more accurate[3].  

However, due to a large amount of calculation when simulating the 
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antenna and the 3D module, the portability was not high.  Lyu et 

al.[4,5] accorded to derivations of formulas and FDTD algorithm to 

establish a short axis of hyperbolic curves, and the radius of buried 

objects in the hidden fractures can be accurately detected.  

Ramadan[6] presented a new unsplit-field PML formulation for 

truncating frequency dispersive media based on the ADI-FDTD 

method.  Garcia et al.[7] found that it can use the ADI-FDTD 

method to improve the Crank-Nicolson (CN) and Yee-FDTD 

schemes and simulate a simple parallel-plate structure excited by a 

low-frequency voltage source.  Arimal et al.[8] used a multi-angle 

synthetic aperture (SA-GPR) method to obtain clear FDTD forward 

images, and proposed this effective modeling method but only for 

targets with a certain shape or cell size.  Niu et al.[9] proposed a 

3-D artificial anisotropy hybrid implicit-explicit finite-difference 

time-domain (AA-HIE-FDTD) with the nearly unchanged CFL 

condition and has higher accuracy.  Iraklis Giannakis et al.[10,11] 

were fitting antennas model by FDTD and tested through a 

comparison between numerical and laboratory measurements.  

The experimental results showed that background features can 

affect the GPR frequencies performance of landmine detection but 

it must be validated using diverse scenarios and did not provide a 

reliable test outcome and advanced signal processing FDTD 

methods.  In view of the shortcomings of the current FDTD 

simulation research, this paper will compare the performance of 

several improvement methods, US-FDTD, HIE-FDTD, and 

ADI-FDTD, and analyze those electromagnetic characteristics of 

objects in farmland soil.  
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2  Materials and methods 

2.1  Yee-FDTD’s cell and TM-z polarization 

The Yee-FDTD (FDTD) can simulate rich time-domain 

information of electromagnetic field problem directly, and simplify 

the medium physical process into a differential format 

electromagnetic parameter[12,13].  The relationship between the 

field quantities obeys the six rotation equations of the Maxwell 

equation.  After decomposing the current density into the 

conductor current density and applied current density, Maxwell’s 

form can be denoted as: 

eE
H E J

t
 


   


              (1) 

mH
E H M

t
 


    


             (2) 

where, E is the electric field intensity; H is the magnetic-field 

intensity; σ is the conductivity of the medium, S/m; σe denoted as 

the conductivity in the electric field and σm denoted as conductivity 

in a magnetic field; t denoted as time, s; ε represents the medium 

dielectric constant, F/m; μ is the magnetic permeability; J is the 

current density, A/m2.  M is the magnetic flux density;   is the 

vector differential operator.  In this way, the geometric space 

problem can be discretized into orthogonal spatial grid points, and 

the excitation source can classify the electric and magnetic fields in 

discrete positions.  FDTD relies on Maxwell's theoretical basis to 

decompose discrete 3D geometric problems in the medium into 

Yee units (Figure 1).  i, j and k represent a certain 

three-dimensional coordinate position in Figure 1.  Yee’s cell 

constitutes an interlaced grid and uses the cell size as the minimum 

model resolution[14,15].  

 
  a. Yee cells component construction                    b. TM-z component construction 

Figure 1  Geometry structure of the Yee cells and TM-z model 
 

Figure 2 shows that the electric field component place in the 

middle of each edge of the Yee unit, and parallel to each edge; the 

magnetic field component is placed at the center of each face of the 

Yee unit, and parallel to the normal of each face.  Each magnetic 

field vector was surrounded by four electric fields to form the 

curvature of the magnetic field.  Similarly, each electric field 

vector is surrounded by four magnetic field vectors.  Due to the 

properties of Faraday and Ampere’s law, the field strength only 

displays the response amplitudes in the Ez, Hx, and Hy vector 

directions, this can be denoted as the TM-z polarization mode[16,17].  

 
Figure 2  TMz model with magnetic and electric field components 

 

    If there was no numerical change in the direction of a certain 

coordinate (for example, the model constructed in Section 2.2 has a 

fixed value on the Z-axis in the coordinate system), the partial 

derivative related to this coordinate must exist[18-20].  Obviously, 

the electromagnetic classification in the two-dimensional case can 

be divided into two independent groups.  Ex, Ey, and Hz belong to 

a group which can be denoted as TE electromagnetic field group 

(Equation (3)).  Similarly, Ez, Hx, and Hy can be denoted as TM 

electromagnetic field group (Equation (4)).  The two-dimensional 

FDTD equation can be simplified as: 
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TE formula for Hz electromagnetic field is 

1 yz x EH E

t y x

  
  

   
               (4) 

where, ε represents the dielectric constant of the medium; J is the 

current density, A/m2; Jx denoted as the current density along 

x-direction and Jy denoted as the current density of y-direction; the 

TM equations for Hx, Hy electromagnetic field are 
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The TM equation for Ez electromagnetic field is 
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where, σ represents the medium’s conductivity, S/m; ε represents 

the dielectric constant of the medium; represents the permeability 

of the medium, F/m; J is the current density, A/m2; Jz denoted as 
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the current density along z-direction. 

2.2  Selection of excitation source and modeling parameters 

The gprMax is an open-source code and control platform that 

simulates electromagnetic wave propagation based on python 

code[21,22].  This experiment used this platform to for Yee-FDTD 

modeling.  The depth of detected objects which can retard 

agricultural machinery operations is generally within 2.20 m, so the 

antenna model takes the bowtie shape of MALA 1.2G as a spatial 

solution Reference [23-25].  All GPR center frequency was set as 

5 GHz.  The time step preset as 3e-12 and the time-window preset 

as 5e−9.  As for the source in Figure 3, there were two different 

waveforms’ time domain and the change of the fast 

Fourier-transform.  Obviously, the Ricker wave was a zero-phase 

wavelet, and the waveform had only one positive peak, which had a 

short duration and fast convergence[26,27].  There exist two distinct 

side lobes among the waveform, and this feature makes it easier for 

Yee-FDTD to be more accurate when dividing a finite grid.  GPR 

detecting targets by means of ground coupling, a horizontal direct 

wave was formed which was reflected in the signal grayscale and 

produced a strong energy reflection of a direct wave in the early 

period or the soil surface.  The Gaussian-dot waveform had 

multiple peaks of amplitude and troughs during its spread process.  

Those peaks and troughs values will increase within a certain range 

while the spread time is increasing (Figure 3a).  The experiment 

set the excitation source type for different demand scenarios to 

ensure that the characteristics of these sources will perform the best 

analysis in the FDTD simulation boundary. 

The total size of the soil layer 3D model set to 240 mm×    

210 mm×120 mm, and the 2D model set to 240 mm×210 mm×2 mm 

which represents directions X, Y, and Z, respectively.  Obviously, 

the smaller the step size was, the higher the model accuracy[28,29].  

The time window must be the minimum to satisfy the 

electromagnetic wave that can pass through the target body and 

received in the simulated soil layer.  It means that the ratio of spatial 

resolution should be 1/10 of the smallest wavelength because the 

wavelength and minimum spatial resolution can be calculated 

according to the following equation: / rc f  , where,  λ 

represents the wavelength; c denoted as the speed of light; f is the 

center frequency of the source;  εr represents the soil layer dielectric 

constant.  As shown in Figure 4a, it is the B-scan outputs from 

gprMax forward of the Yee-FDTD module, and Figure 4b shows the 

para-view diagram after the inversion. 

 
a. Gaussian-dot waveform  b. Ricker waveform 

 

Figure 3  Time-domain and power spectrum of Gaussian-dot and Ricker waveform 

 
a. gprMax signal map  b. Para-view objects map 

 

Figure 4  Yee-FDTD domain with UPML in gpr-Max and Para-view 
 

2.3  UPML and CPML boundary condition  

The virtual absorbing boundary can simulate the non-physical 

reflection processing need to be constructed in the truncation 

boundary of the calculation domain.  Traditionally, when we use 

the PML method to load the absorption boundary, it is set a special 

dielectric layer with a finite thickness at the cutoff boundary[30,31].  

The wave impedance of the dielectric layer is matched with the 

impedance of the adjacent dielectric wave completely, and the 

incident wave can be rapidly attenuated after entering the PML 

layer[32].  However, this PML method has its limitations.  The 

target body of the simulation comparison must reach high physical 

mechanism accuracy.  It cannot model or simulate Yee’s cell of 
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grids with a large incident angle and will difficult to control the 

low-frequency electromagnetic wave absorption effect. 

The UPML algorithm can select a suitable uniaxial anisotropic 

medium constitutive parameter matching layer[33,34].  It avoids 

effectively the splitting of the electric and the magnetic field, and 

this also can be used in a Non-orthogonal and unstructured grid[35].  

According to the principle of Ampere’s and Faraday’s laws to 

satisfy Maxwell’s function, it made the UPML algorithm more 

efficient than PML when there is no need to take special care of the 

interface plane between the boundary and the interior regions[36].  

Also, the uniaxial media can be matched perfectly in the internal 

loss media without any modification.  The starting point of UPML 

theory is based on the modified form of Maxwell's lossless media 

equations.  For the existence of the model's coordinate stretched, 

the Maxwell equation of the coordinate expansion medium with 

equivalent meaning can be expressed as follows: 

1 1 1
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
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where, Sx, Sy, Sz are coordinate scaling factor; x, y, z are the 

coordinates corresponding to the component forward coordinate 

system.  PML and UPML for telescopic coordinates are 

equivalent, So Equations (7) and (8) can also be expressed as: 

E j H                    (9) 
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 and   denoted as 

diagonal dielectric constant;   denoted as magnetic permeability 

and has the uniaxial anisotropic medium characteristics.  In 

summary, after the FDTD elements equation connection to the 

boundary condition, the function can be updated as: 
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where, point (i, j) represents the projected coordinates at any point 

in space.  The PML is a special medium composed of fictitious 

constitutive eigenvalue, which realizes electromagnetic wave 

non-reflective propagation through matching conditions, 

independent of frequency and incident angle.  UPML proposes the 

use of anisotropic materials without changing the form of the 

electromagnetic field.  And the CPML has high efficiency in 

absorbing litter waves and long-term time-domain calculations, but 

the storage space is very expensive.  In the case that the 

appropriate parameter distribution can ensure the calculation 

accuracy, the calculation space can be effectively reduced to 

achieve the precision effect.  The CPML frequency-domain 

equation in the coordinate expansion can be expressed as Equations 

(13)-(15): 
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where, Sew = kew +σpew/(αew + jωε0), Smw = kmw + σpmw/(αew + jωμ0); and 

(w = x, y, z) is the coordinate scaling factor.  The kew, σpew, αew, κmw, 

σpmw and αmw denoted as the newly introduced parameters.  The σw 

and εw denoted as conductivity and dielectric constant of the 

background medium.  The σpew, σpmw are denoted as conductivity 

and magnetic permeability artificially that was added for the CPML 

region.  The TE-z polarized plane wave (field’s value is Ex, Ey and 

Hz) within any direction in two dimensions can be expressed as: 
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In the air medium (σ =0) of the CPML region, the absorption 

efficiency of CPML is related to frequency.  λ=ωlm was used to 

calculate the attenuation coefficient of the electromagnetic wave in 

the X-direction. When θ = 0, the attenuation coefficient can be 

denoted as: 
2

0

2 2 2
0
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 
  
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             (19) 

The larger of the σp is, the stronger the absorption effect is.  In 

the Yee differential meshing, the electric field and the magnetic 

field are spatially different from each other by half a grid, and the 

parameters of the proportional scaling factors Seia and Smi were also 

different by half a grid. 

2.4  Multi-scale structuring   

Each object composed of Yee cells has two planes that were 

identical and perpendicular to the coordinate system.  The “Slack 

Variable” must be set when processing the data[37,38].  The model 

was constructed using a grid form with a side length of         

10 mm/cube.  For example, the model d belongs to a two-layer 

type, where the first layer is 40 mm+40 mm, the second layer is  

60 mm.  Here it takes the convex and ladder model as an example, 

the transmitter and receiver were in the middle of the X-axis, The 

outer rectangular box is the UPML boundary layer.  The unit of 

scale in the X-axis and Y-axis direction is meter.  The origin of the 

three-dimensional coordinate axis (0, 0, 0) is in the lower-left 

corner, and the height of the upper surface of the simulated soil 

layer is 0.17 m.  The spatial solution of 2 mm was chosen based 

on the previous section.  There are 5 Yee cells/mm.  Firstly, the 

data set was chosen which was generated randomly 200 GPR 

images with thicknesses between 10 mm and 50 mm using the 2-D 

module in gprMax, where this dataset was known angles.  The 

number of horizontal grids in the sample data was selected 

randomly within 1200 cells (240 mm).  It represents the object 

width (X-axis direction).  The number of longitudinal grids 

(Y-axis direction) is selected randomly from 1050 cells (210 mm) 

to be constructed.  It should be noted that those grids have a 

corresponding relationship with the YEE cells in the FDTD.  

There are 300 GPR images of data in 1050 Yee cells unit.  

Because the FDTD can construct regular cell boundaries only, it 

must refer to Newton-Leibnitz's idea of fitting the curve to meet the 

accuracy range of the demand when we try to construct a curve 

dataset.  Each grid (square) in this paper contains 5 cells.  The 

simulated soil parameter refers to typical tillage soil in southern 

China.  The relative permittivity in this experiment was set ϵsoil as 

3, 5, 7, 9, respectively, conductivity was set as σsoil =0.001 s/m to 

0.01 s/m.  In addition, it can be set the relative permittivity ϵair as 

1 and conductivity σair=0.00001 s/m to simulate air (ideal 

non-magnetic material).  As showing in Figure 5, the domain 

boundary is 0.240 m in the X-axis direction, 0.210 m in the Y-axis 

direction and the model thickness was set to 0.002 m.  The 

outermost rectangular box has the exact matching layer boundary.  
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The coordinate positions of the transmitting antenna and receiver 

have been fixed in the coordinate system already.  The lower-left 

corner in the figure is the origin of the 3D coordinate system (0, 0, 

0).  The simulated soil layer can be set by the ‘BOX’ command in 

the gprMax material model and decided its size.  Taking one 

model as an example, firstly, it should be set the contour 

coordinates values of the point A, B, and C in the coordinate 

system, so the next step can guarantee the size of the object not to 

exceed the finite boundary.  Secondly, it can mesh irregular 

boundaries in the soil layer using the three steps described above 

(marking: boundary 1, 2 and 3), but the discretization step must 

ensure the accuracy of the research problem.  

 
Figure 5  Structure of the detecting model in soil layers 

 

3  Results and discussion 

3.1  Ez field components analysis   

The signal between 0-0.40 ns was a direct wave between 

transmitter and receiver.  Secondly, the electromagnetic signal 

reached the object upper surface and passes through a thickness of 

10 mm at 0.46 ns.  According to the time node, the average 

thickness of the reflected wavelet will be calculated to be 

approximately 9.982 mm and the absolute error was 0.018 mm.  

Similarly, when the thickness of the model increased to 30 mm and 

50 mm, the absolute error in the Y direction can be calculated to be 

0.021 mm and 0.024 mm, respectively.  As shown in Figure 6, the 

time response of the Ez field recorded 50 cells under the Ricker 

source point.  The electromagnetic wave intensity of Yee-FDTD 

was more effective than HIE-FDTD and ADI-FDTD, but 

US-FDTD is the most significant because US-FDTD uses a 

second-order iteration equation to solve the boundary space 

problems when in the set soil multi-scale parameters[39,40].  As 

time goes by, the “distance” of US-FDTD and Yee-FDTD’s Ez in 

the cell unit becomes larger, e.g., D3 in the figure is greater than D5, 

and D6 is greater than D4.  Those effects were relative to 

ADI-FDTD and HIE-FDTD.  Because there is only a need to find 

the most significant electromagnetic field forwards in order to 

avoid the re-projection in the computational efficiency of 

processing UMPL or CMPL. 

The US-FDTD statistical results are shown in Table 1, 

conclusions can be verified that the reflection coefficient of the 

object interface was reduced gradually as the thickness of the 

model was becoming larger.  The more layers between the object 

models, the more obvious the A-scan interference, and when the 

energy loss of the electromagnetic wave was increasing gradually, 

the intensity of the reflected wave will be reducing.  The mean 

absolute error (MAE) and root mean squared error (RMSE) were 

two of the most common metrics used to measure accuracy for 

continuous variables.  In this article, there will use these two 

indicators to judge and evaluate the object recognition indicators of 

the model. 

 
Figure 6  Electric field component time histories 

 

 

Table 1  Analysis of US-FDTD model’s computer system 

performance 

Soil 
Thickness 

/mm 
DP 

Response  

time 

CPU running  

time 

MAE 

/mm 

RMSE 

/% 

a 10 2.8 3.46 ns 3.31 s 0.018 1.21 

b 30 6.2 2.83 ns 3.44 s 0.021 2.25 

c 50 5 2.16 ns 3.52 s 0.024 1.38 

d 10 8.3 2.71 ns 3.65 s 0.019 2.14 

e 10 3 1.73 ns 3.72 s 0.026 2.79 

Note: DP represents dielectric permittivity. 
 

3.2  Boundary conditions and model comparison 

Figure 7a shows the model A，there were the radar surface 

direct wave between 0.03-0.05 ns.  When time changed from 

1.4 ns to 1.7 ns, a strong reflection arose, the waveform was flat 

and the curve opening was wide.  There was also a noticeable 

electromagnetic wave signal between 2.7 ns and 3.0 ns, which 

corresponds to be the upper and lower sides of model A (cuboid).  

The flatter the object boundary was, the larger the response signal 
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curve open.  Figure 7b shows model B, there were obvious 

parabolic reflections between the two cubes.  It was different from 

model A.  There existed two relatively high and weak reflected 

waves between the trace numbers 5 to 15 and 55 to 65.  Figure 7c 

is the model C and this model had the less diffraction wave 

(interactive interference signal).  The closer the object boundary 

was to the parabolic dispersion direction of the excitation source 

waveform reflected on the object surface, the less diffraction occurs 

after the electromagnetic signal passes through the object.  Figure 

7d shows that the response wave of model D and this concave was 

constructed by adding a connection “bridge” in the middle of 

model b.  It is obvious that at a position where the object 

boundary distance was similar, it was easier to generate a strong 

reflection of the signal.  If the surface of the object was a flat 

wave reflection and there is a strong reflection on both wings, then 

the object is likely to have a double reflection boundary.  Figure 

7e is the model E, the upper surface width of model A was 80 mm, 

and this model had a width of 40 mm.  The model E’s parallel 

state of the reflected wave was shorter than model A.  There were 

also strong reflected waves formed on both sides near the 2.0 ns 

due to the cubes distributed on the left and right sides.  Figure 7f 

shows the ladder model F, since this model had a plurality of 

different stepped boundaries on the upper surface, there were four 

symmetrical and strong reflected waves (dark blue) in the figure.  

Each strong electromagnetic wave signal represents each step of 

the model's upper surface.  Obviously, the number of layers which 

related to the stepped object boundary can be counted by extracting 

strong reflected waves at different ordinate positions. 

 
a. Model A b. Model B c. Model C 

 
d. Model D e. Model E f. Model F 

 

Figure 7  Electromagnetic Forward example in some simulated multi-scale objects 
 

The results can be seen from Figure 8, there are have 

UPML-US-FDTD and Yee-FDTD magnetic field strength pattern in 

the range of different time.  Both have achieved ideal test results.  

For the reflection intensity of the upper surface electromagnetic 

waves of the UPML models, the width of the model upper surface 

can be worked out.  Obviously, the model effect of US-FDTD is 4.6, 

which makes the boundary dielectric constant more obvious in the 

soil, and the boundary effect of UPML makes the numerical 

dispersion error near the simulated regional border smaller.  

Experiments take multiple averages for each model.  After 

calculation, the model’s boundary MAE has a minimum value of 

0.21 mm and a maximum value of 0.72 mm.  The model’s depth 

estimate MAE has a minimum value of 0.13 mm and a maximum  

 
Figure 8  Magnetic field strength versus time (UPML) 

value of 0.83 mm.  The conclusion proves that the width and depth 

features of the boundary can be predicted and using the US-FDTD 

forward modeling to estimate can meet the accuracy requirements.  

As shown in Figure 9, after deal with absorbs surface waves by 

CPML, The magnetic field signal of ADI-FDTD was not much 

different from that of US-FDTD.  It can be focused on the CN 

condition for the solution involving current sources and lossy media, 

so the time iteration was longer than other algorithms. 

 
Figure 9  Magnetic field strength versus time (CPML) 

 

3.3  Modeling accuracy and analysis  

To discuss the results when the number of the feature patterns 

was 200, 160, 120, 80, and 40, respectively.  It should be noted 

that among the 200 testing samples, 100 GPR images will meet the 

single-scale features, and another 100 are curved or multi-scale 

features.  Each object composed by the Yee-FDTD cells has two 

planes that are identical and perpendicular to the ZOX coordinate 
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system, and that the object has freedom degrees in XOY.  The best 

performances can achieve when the testing sample was 200 and the 

values of RMSE and MAE were obtained optimally throughout this 

experimental group.  As the number of testing patterns decreases 

by 40 each time, the value of RMSE does not increase.  When the 

number of testing patterns was between 200 and 80, the value of 

MAE does not change significantly, which indicated that the 

performance of the model with a sample size of 80 or more was not 

significant.  In addition, it can be seen from the figure that the 

larger the training sample capacity, the smaller the value of RMSE.  

 
Figure 10  RMSE versus surface depth 

 

This section tested how the depth and width of the object's 

UPML and CPML can affect feature extraction.  The height in the 

Y-axis direction was chosen to be 40 mm (200 cells).  First, the 

test experimental group was divided into ten types in surface depth.  

Those simulated objects all have apex features on the hyperbola of 

the electromagnetic wave signals, and their waveforms correspond 

to objects in different depths.  According to the above section, we 

know that when the testing samples are between 80 and 200, the 

sensitivity of the MAE is not high.  As shown in Figure 10 below, 

the value of RMSE decreases as the depth of the training sample 

consisting of simplified boundaries increase in soil.  It indicated 

that the deeper the object’s depth in soil, the worse PML scattering 

influence accuracy obtained.  The multi-scale type is a rule that 

exhibits a larger value of RMSE as the depth was deeper both 

under the CPML and UMPL conditions.  This shows that the 

boundary influence of the object’s depth on the single-scales was 

not obvious, and the influence on the multi-scales was significant.  

To divide the model boundary from 20 mm (100 cells) to 100 mm 

(500 cells) into 5 kinds for analysis.  The boundary size of the 

simulated soil target and the number of multi-scale boundaries 

were generated by gpr-Max in advance randomly.  In addition to 

controlling the width of the object, the rest of the parameters were 

unchanged.  As can be seen from Table 2, the US-FDTD’s RMSE 

had affected by size on both single boundary (SB) and multiple 

boundary (MB) types.  As the size changes, the apparent single 

boundary sample achieves the best performances in 100 mm.  

This shows that the larger the boundary width was, the better the 

model results were.  The SB and MB only have three 

classification errors caused by the calculation error (marking “miss 

value” in Table 2).  According to the testing results, the boundary 

quantity feature is ideal.  This is because the electromagnetic 

wave signals will interfere with each other.  Although there had 

added the UMPL setting (10 cells, 15 cells, 20 cells) at the soil 

layer boundary, the distance between the object and the UMPL 

boundary is still affected by the excitation source pulse or the 

object size.  The ADI-FDTD’s RMSE data of the multi-boundary 

indicates that the larger the object boundary size extension was, the 

more significant the effect was.  This shows that although the 

settings between boundaries also affect each other, in the 

HIE-FDTD cells, there have already been divided unite of the 

object according to the spatial solution before the experiment, so 

the multi-boundary effect will offset some of the signal interference.  

In summary, it is feasible to use multiple FDTD methods to 

simulate the maximum class interval variance between boundary 

types.  The HIE-FDTD is suitable for inversion of multi-scale 

structure object modeling in farmland, while ADI-FDTD and 

US-FDTD are ideal for single-boundary objects in both UMPL and 

CPML finite element space. 
 

Table 2  Buried depth simulation forward test results at different boundaries 

Boundary 

size/mm 

SB  

(size, size, size) 

MB Size 

(quantity) 

SB, MB calculation 

quantity 

Surface depth 

/m 

US-FDTD-RMSE 

/% 

ADI-FDTD-RMSE 

/% 

HIE-FDTD-RMSE 

/% 

40 

20, 20 10(4) 2, 4 0.065 19.80 18.98 17.71 

10, 20, 10 8(5) 3, 5 0.054 19.74 19.70 18.94 

15, 10, 15 4(10) 3, 8(miss) 0.040 18.54 20.05 19.42 

70 

35, 35 70(10) 2, 9(miss) 0.16 14.54 18.04 20.17 

20, 30, 20 10(4), 30(3) 3, 4, 3 0.075 14.11 18.76 18.66 

30, 10, 30 20(3), 10(1) 3, 3, 1 0.085 15.05 18.21 17.35 

100 

50, 50 20(5) 2, 5 0.047 9.98 17.90 19.50 

10 ,80, 10 30(3), 10(1) 3, 3, 1 0.083 10.03 19.43 20.15 

20, 60, 20 25(4) 3, 4 0.088 10.23 18.31 19.67 

130 

65, 65 10(5), 40(2) 2, 5, 2 0.105 12.96 12.76 13.58 

60, 10, 60 10(10), 15(2) 3, 9(miss), 2 0.060 11.77 12.99 13.41 

20, 90, 20 70(1), 30(2) 3, 1, 2 0.077 12.53 10.09 11.72 

160 

80, 80 20(8) 2, 8 0.045 11.77 11.43 10.49 

10, 140, 10 30(2), 20(5) 3, 2, 5 0.084 11.23 11.66 12.31 

20, 120, 20 80(1), 20(4) 3, 1, 4 0.062 10.50 11.54 12.69 
 

3.4  Modeling efficiency and computer performance 

FDTD-based method’s accuracy has been verified, then, this 

chapter will compare their computer performance.  The modeling 

computer has 4 CPU threads, and its related parameter is 1×Inter 

(R) Core (TM) i5-8250U CPU@1.60GHz (4 cores, 8 cores with 

Hyper-Threading).  Used three kinds of waveform sources, Ricker, 

Blackman-Harris and Gaussian, to compare their CPU running time.  

The spatial discretization of the main compare model was set  

0.002 m×0.002 m×0.002 m.  The source frequency was 5GHz and 

the time-window was 5 ns.  The simulation time step was set as 
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4.717e−12 s, and the domain size is 0.24 m×0.21 m×0.002 m 

(12600 cells).  Test mode is 2D TM-z and B-scan computer 

performance.  Figure 11 shows that all three incentive sources 

have achieved good performance or results, When the number of 

2D slices is more than 75, Ricker’s CPU runtime is rising 

significantly.  When the number of slices is more than 85, the 

Blackman-Harris and Gaussian CPU running time are similar.  As 

the number of slices increases, the Ricker model is stable relatively.  

As shown in the preliminary conclusions of Section 2.2.1, the 

Ricker wavelet is a zero-phase wavelet with a short duration and 

fast convergence. 

 
Figure 11  CPU running time of different sources and 2D slices 

 

In addition, the speed of structure cells is also a very important 

indicator of FDTD simulation computer performance.  This study 

uses iMac15, Inter (R)-i7-4790KCPU module in gprMax as the 

benchmark, and the models feature different cubic domain sizes 

(from (100×3) cells to (400×3) cells).  Simulation waveform used 

built-in dipole source which is included in the benchmarking 

python module in gprMax.  Figure 12a shows results and it was 

found that the model proposed in this paper has achieved good 

performance in the same model of computer operating environment.  

Even at the frequency of CPU 1.60GHz, when the cubic domain 

size is 400 cells, the modeling speed reaches 86 M-cell/s.  

Comparing the benchmark of the i7-4790k, in the cubic domain 

size between 100-200 cells, the efficiency of the i5-8250 is also 

ideal.  Figure 12b shows the comparison of modeling speeds 

among ADI-FDTD, Yee-FDTD and HIE-FDTD.  Under the 

computer condition that the CPU is i5-8250, the performance of 

HIE-FDTD is above 80 M-cell/s when the domain length is 

between 50 and 100.  As the modeling cell’s space increases, the 

modeling speeds of ADI-FDTD and Yee-FDTD decrease.  When 

the domain length is 250, their speeds of the three models were 

reduced to zero because of the CPU frequency limit.  Summed up 

and compared with the traditional Yee-FDTD forward modeling 

algorithm, the HIE-FDTD model is superior.  It can meet the 

expected standards for computer performance and fulfills the need 

for efficient use of FDTD to simulate different shape boundaries in 

the soil. 

 
a. Side length of cubic domain/cell  b. Length of the multi-scale structure 

 

Figure 12  Computer performance of three kinds of FDTD model 
 

 

4  Conclusions 

This study proposed an efficient modeling method that used 

many improved FDTD methods to simulate the complex 

boundaries or shapes of objects in the soil, and solved the problem 

that traditional FDTD algorithm cannot construct non-mesh objects 

by utilizing the diversity characteristics of YEE cell elements, and 

proposes the idea of simplifying multiple boundaries.  Then 

compares the simulation results with ADI-FDTD, HIE-FDTD and 

US-FDTD computer performance indicators.  After discussion 

and research, the conclusions of this paper were divided into the 

following three points: 

1) The HIE-FDTD is suitable for inversion of multi-scale 

structure object modeling in farmland, while ADI-FDTD and 

US-FDTD are ideal for single-boundary objects in both UMPL and 

CPML finite element space.  This provides important theoretical 

support for the non-destructive detection technology, especially for 

agricultural machinery; 

2) The HIE-FDTD Modeling results and efficiency are best in 

the boundary inversion of multi-scale objects.  Even if the 

computer condition is not high, the HIE-FDTD model still has 

better than the traditional Yee-FDTD forward modeling algorithm.  

Its modeling speed can reach 86 M-cell/s; 

3) For the multi-scale objects in farmland soils, the modeling 

methods using CPML combine with the HIE-FDTD are the most 

efficient and accurate ways.  The FDTD modeling method 

proposed can efficiently and accurately simulate the 

electromagnetic effects of multi-boundary objects.  This will 

provide an efficient modeling method for GPR ground-penetrating 

radar and an efficient reference for computer performance of 

3D-FDTD based modeling.   

 

Acknowledgements 

This work was financially supported by the State Key Research 

Program of China (Grant No. 2016YFD0700101), the State Key 

Research Program of China (Grant No. 2017YFD0700404), the 

Guangdong Provincial Department of Agriculture’s Specialized 

Program for Rural Area Rejuvenation (Grant No. 2019KJ129), and 

the Guangdong Provincial Department of Agriculture’s Modern 

Agricultural Innovation Team Program for Animal Husbandry 

Robotics (Grant No. 200-2018-XMZC-0001-107-0130). 



158   November, 2020                       Int J Agric & Biol Eng      Open Access at https://www.ijabe.org                        Vol. 13 No.6 

[References] 
[1] Yee K.  Numerical solution of initial boundary value problems 

involving Maxwell's equations in isotropic media.  IEEE Transactions 

on antennas and propagation, 1966; 4(3): 302–307. 

[2] Kosmas P, Wang Y, Rappaport C M.  Three-dimensional FDTD model 

for GPR detection of objects buried in realistic dispersive soil.  In: 

Detection and Remediation Technologies for Mines and Minelike Targets 

VII Vol. 4742, 2002; pp. 330–338.  International Society for Optics and 

Photonics. 

[3] Hirono T, Shibata Y, Lui W W, Seki S, Yoshikuni Y.  The second-order 

condition for the dielectric interface orthogonal to the Yee-lattice axis in 

the FDTD scheme.  IEEE Microwave and Guided Wave Letters, 2000; 

10(9): 359–361. 

[4] Lyu G, Li N, Yang J, Yao X, Hu D, Pang R.  Inversion model of GPR 

imaging characteristics of point objects and fracture detection of heritage 

building.  Journal of Sensors, 2018; pp.1–10.  doi: 10.1155/2018/ 

3095427. 

[5] Caratelli D, Yarovoy A, Ligthart L P.  Full-wave analysis of 

cavity-backed resistively loaded bow-tie antennas for GPR applications.  

In: 2008 European Radar Conference, IEEE, 2008; pp.204–207 

[6] Ramadan O.  Unconditionally stable ADI-FDTD implementation of PML 

for frequency dispersive Debye media.  Electronics Letters, 2004; 40(4): 

230–232.  

[7] Garcia S G, Lee T W, Hagness S C.  On the accuracy of the ADI-FDTD 

method.  IEEE Antennas and Wireless Propagation Letters, 2002; 1: 

31–34.  

[8] Arima T, Nishibori T, Uematsu A, Uno T.  An efficient FDTD method 

modeling technique for multi angle Bi-static rader using equivalent 

currents.  In: 2018 International Symposium on Antennas and Propagation 

(ISAP).  IEEE, 2018; pp.1–2. 

[9] Niu K, Huang Z, Ren X, Li M, Wu B, Wu X.  An optimized 3-D 

HIE-FDTD method with reduced numerical dispersion.  IEEE 

Transactions on Antennas and Propagation, 2018; 66(11): 6435–6440.  

[10] Giannakis I, Giannopoulos A, Warren C.  A realistic FDTD numerical 

modeling framework of ground penetrating radar for landmine detection.  

IEEE Journal of Selected Topics in Applied Earth Observations and 

Remote Sensing, 2015; 9(1): 37–51.  

[11] Nishioka Y, Maeshima O, Uno T, Adachi S.  FDTD analysis of 

resistor-loaded bow-tie antennas covered with ferrite-coated conducting 

cavity for subsurface radar.  IEEE Transactions on Antennas and 

Propagation, 1999; 47(6): 970–977. 

[12] Anantha V, Taflove A.  Efficient modeling of infinite scatterers using a 

generalized total-field/scattered-field FDTD boundary partially embedded 

within PML.  IEEE transactions on antennas and propagation, 2002; 

50(10): 1337–1349. 

[13] Mapoka K O, Birrell S J, Tekeste M, Steward B, Eisenmann D J.  

Using gprMax to model ground penetrating radar (GPR) to locate 

agricultural corn seed as an attempt to measure planting depth.  

Transactions of the ASABE, 2019; 62(3): 673–686. 

[14] Diamanti N, Giannopoulos A.  Implementation of ADI-FDTD subgrids in 

ground penetrating radar FDTD models.  Journal of Applied Geophysics, 

2009; 67(4): 309–317.  

[15] Chen C C, Rao K R, Lee R.  A tapered-permittivity rod antenna for 

ground penetrating radar applications.  Journal of Applied Geophysics, 

2001; 47(3-4): 309–316. 

[16] Winton S C, Kosmas P, Rappaport C M.  FDTD simulation of TE and TM 

plane waves at nonzero incidence in arbitrary layered media.  IEEE 

Transactions on Antennas and Propagation, 2005; 53(5): 1721–1728. 

[17] Bao H, Ruan X, Fisher T S.  Optical properties of ordered vertical arrays 

of multi-walled carbon nanotubes from FDTD simulations.  Optics 

Express, 2010; 18(6): 6347–6359. 

[18] Feng D S, Wang X, Zhang B.  Specific evaluation of tunnel lining 

multi-defects by all-refined GPR simulation method using hybrid 

algorithm of FETD and FDTD.  Construction and Building Materials, 

2018; 185: 220–229.  

[19] Zhang B, Dai Q W, Yin X B, Feng D S.  A new approach of rotated 

staggered grid FD method with unsplit convolutional PML for GPR.  

IEEE Journal of Selected Topics in Applied Earth Observations and 

Remote Sensing, 2015; 9(1): 52–59. 

[20] Sun Z, Li X F, Liu W Y, Zhang T, He M, Nasrabadi H.  Molecular 

dynamics of methane flow behavior through realistic organic nanopores 

under geologic shale condition: Pore size and kerogen types.  Chemical 

Engineering Journal, 2020; 398: 124341.  doi: 10.1016/j.cej.2020.124341. 

[21] Zhao H Q, Zhang L F, Zhang X, Liu J, Wu T X, Wang S D.  

Hyperspectral feature extraction based on the reference spectral 

background removal method.  IEEE Journal of Selected Topics in Applied 

Earth Observations and Remote Sensing, 2015; 8(6): 2832–2844. 

[22] Warren C, Giannopoulos A, Giannakis I.  gprMax: Open source software 

to simulate electromagnetic wave propagation for Ground Penetrating 

Radar.  Computer Physics Communications, 2016; 209: 163–170. 

[23] Li Y H, Zhao Z X, Xu W C, Liu Z, Wang X.  An effective FDTD model 

for GPR to detect the material of hard objects buried in tillage soil layer.  

Soil and Tillage Research, 2019; 195: 104353.  doi: 

10.1016/j.still.2019.104353. 

[24] Pasolli E, Melgani F, Donelli M.  Gaussian process approach to buried 

object size estimation in GPR images.  IEEE Geoscience and Remote 

Sensing Letters, 2009; 7(1): 141–145. 

[25] Peplinski N R, Ulaby F T, Dobson M C.  Dielectric properties of soils in 

the 0.3-1.3-GHz range.  IEEE Transactions on Geoscience and Remote 

Sensing, 1995; 33(3): 803–807.  

[26] Pillai E R.  Coax via-A technique to reduce crosstalk and enhance 

impedance match at vias in high-frequency multilayer packages verified by 

FDTD and MoM modeling.  IEEE Transactions on Microwave Theory 

and Techniques, 1997; 45(10): 1981–1985.  

[27] Singh N P, Nene M J.  Buried object detection and analysis of GPR 

images: Using neural network and curve fitting.  In: 2013 Annual 

International Conference on Emerging Research Areas and 2013 

International Conference on Microelectronics, Communications and 

Renewable Energy.  Kanjirapally: IEEE, 2013; pp.1–6. 

[28] Zhao H Q, Zhao X S.  Nonlinear unmixing of minerals based on the log 

and continuum removal model.  European Journal of Remote Sensing, 

2019; 52(1): 277–293. 

[29] Orlandi A, Paul C R.  FDTD analysis of lossy, multiconductor 

transmission lines terminated in arbitrary loads.  IEEE Transactions on 

Electromagnetic Compatibility, 1996; 38(3): 388–399.  

[30] Roden J A, Gedney S D.  Convolution PML (CPML): An efficient FDTD 

implementation of the CFS–PML for arbitrary media.  Microwave and 

Optical Technology Letters, 2000; 27(5): 334–339. 

[31] Correia D, Jin J M.  3D-FDTD-PML analysis of left−handed 

metamaterials.  Microwave and Optical Technology Letters, 2004; 40(3): 

201–205. 

[32] Berenger J P.  A perfectly matched layer for the absorption of 

electromagnetic waves.  Journal of Computational Physics, 1994; 114(2): 

185–200.  

[33] Sandeep S.  Broadband analysis of microstrip patch antenna using 3D 

FDTD-UPML.  In: University of Colorado at Boulder, ECEN 5134, 2006; 

30p. 

[34] Feng D S, Dai Q W.  GPR numerical simulation of full wave field based 

on UPML boundary condition of ADI-FDTD.  NDT&E International, 

2011; 44(6): 495–504. 

[35] Sacks Z S, Kingsland D M, Lee R, Lee J F.  A perfectly matched 

anisotropic absorber for use as an absorbing boundary condition.  IEEE 

Transactions on Antennas and Propagation, 1995; 43(12): 1460–1463.  

[36] Li J, Guo L X, Zeng H.  FDTD investigation on bistatic scattering from a 

target above two-layered rough surfaces using UPML absorbing condition.  

Progress In Electromagnetics Research, 2008; 88: 197–211. 

[37] Lu X R, Wang X L, Zhang L, Zhang T, Yang C, Song X X, et al.  

Improving forecasting accuracy of river flow using gene expression 

programming based on wavelet decomposition and de-noising.  

Hydrology Research, 2018; 49(3): 711–723. 

[38] Lu X R, Wang X L, Yang C, Liu X, Yang Q.  Changes and driving forces 

of the water-sediment relationship in the middle reaches of the Hanjiang 

River.  Water, 2018; 10(7): 887.  doi: 10.3390/w10070887. 

[39] Chen H B, Fritz B K, Lan Y B, Zhou Z Y, Zheng J F.  Overview of spray 

nozzles for plant protection from manned aircrafts: Present research and 

prospective.  International Journal of Precision Agricultural Aviation, 

2020; 3(2): 76.  doi: 10.33440/j.ijpaa.20200302.76. 

[40] Huang H S, Deng J Z, Lan Y B, Yang A Q, Jiang Y, Suo G Y, et al.  

Automatic difference vegetation index generator for spider mite-infested 

cotton detection using hyperspectral reflectance.  International Journal of 

Precision Agricultural Aviation, 2020; 3(2): 83–88. 

[41] Xu W C, Lan Y B, Li Y H, Luo Y F, He Z Y.  Classification method of 

cultivated land based on UAV visible light remote sensing.  Int J Agric & 

Biol Eng, 2019; 12(3): 103–109. 


