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Hua Zhu1,2, Jun Yue1*, Zhenbo Li2, Zhiwang Zhang1 

(1. College of Information and Electrical Engineering, Ludong University, Yantai 264025, Shandong, China; 
2. College of Information and Electrical Engineering, China Agricultural University, Beijing 100083, China) 

 
Abstract: The automatic classification and identification of maize varieties is one of the important research contents in 
agriculture.  A multi-kernel maize varieties classification approach was proposed in this paper in order to improve the 
recognition rate of maize varieties.  In this approach, four kinds of maize varieties were selected, in each variety 200 grains 
were selected randomly as the samples, and in each sample 160 grains were taken as the training samples randomly; the 
characteristics of maize grain were extracted as the typical characteristics to distinguish maize varieties, by which the dictionary 
required by K-SVD was constructed; for the test samples, the feature-matrixes were extracted by dimension reduction method 
which were mapped to the high-dimension space by muti-kernel function mapping.  The high-dimension characteristic 
matrixes were trained by K-SVD method and the corresponding feature dictionary was obtained respectively.  Finally, the test 
samples representing were trained and classified by l2,1 minimization sparse coefficient.  The experiment results showed that 
recognition rate was improved obviously through this approach, and the poor-effect to maize variety identification from partial 
occlusion can be eliminated effectively. 
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1  Introduction  

Maize is one of the main grain crops in the world, and it is also 
the main grain and economic crop in China.  As the main grain 
crop, maize plays an important role in meeting people's dietary 
requirements.  By maize varieties identification technology, maize 
classifying automatically and high-quality maize selecting 
effectively can be realized to promote the process of maize 
production, processing and export trade.  At present, the 
classification of maize mainly depends on manual evaluation of its 
shape, color and other aspects.  It has the disadvantages of strong 
subjectivity and low efficiency, which increases the uncertainty of 
maize varieties classification.  With the continuous development 
of computer technology, machine vision technology is used more 
and more widely in quality inspection and classification of 
agricultural products, and it has effectively improved the efficiency 
of agricultural production.  Machine vision instead of manual 
identification has the following advantages: (1) Multi-parameters 
measurement, comprehensive evaluation and classification; (2) 
Reduce human subjective factors and realize classification 
automatically; (3) Reduce inspecting error and improve accuracy. 

There are many different kinds of maize with big different 
morphology, color etc., which lead to different maize classification 
methods in different countries, and classification methods are 
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mostly focused on machine vision research.  In Europe and 
America, the identification and classification by machine vision 
technology develop rapidly.  Thinking about grain surface 
defects[1-3], color difference, size difference, roughness and texture 
difference, computing by machine vision intelligent algorithms, by 
which the classification effect is achieved and human subjective 
factors are eliminated successfully.  In the domestic research, 
progress has been made in the detection and identification of maize 
varieties using machine vision technology.  Grains collecting and 
processing are carried out by machine vision, characteristic 
parameters of maize are chosen and optimized[4-9] by a series of 
algorithm such as artificial neural network model, support vector 
machines etc.  Some scholars go on identification and 
classification by the combining infrared spectroscopy and 
intelligent algorithm.  However, the research time to machine 
vision for agricultural products classification is not long, and there 
are still many deficiencies.  The correlation between characteristic 
parameters of agricultural products and the occluded factor is not 
established, the optimization of feature parameters is still 
inconclusive, which need further study. 

In this paper, a new approach to identifying and classifying 
maize varieties is proposed.  The perfect maize grain and the 
occluded grain can be recognized and classified by constructing the 
K-SVD model and improving the constructed K-SVD model 
respectively.  The validity is proved by experiments. 

2  Related works 

2.1  Sparse representation 
In recent years, sparse representation theory[7] has been used 

more and more in image processing, including image restoration, 
image denoising, image recognition etc. mainly.  Specially, Sparse 
representation is applied to face recognition. Sparse 
representation[10] means using fewer (sparse) non-zero elements to 
represent signals, making signal processing more simple. 
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The principle of sparse representation is to use the sparse 
non-zero elements in the training sample to represent the test 
samples to achieve the purpose of identification.  Use a few atoms 
in over-complete dictionary to represent test sample, the original 
signal can be reconstructed by only a small of trained data in the 
training sample.  This method can not only identify test sample 
effectively but also reject invalid test samples outside the training 
database effectively.  For different classes of training samples, the 
test samples can be identified and classified by the combination of 
a small number of atoms in the training sample as long as the 
sample is enough.  In performance, sparse representation which 
uses a small number of samples to build a training set achieves 
better results than artificial neural networks and support vector 
machines (SVM). 
2.2  Dictionary Learning 

SRC (Sparse Representation Classifier) change all the training 
images into a matrix and reconstructs them, so that the amount of 
calculation is larger in the case of larger training samples.  
Therefore, the training sample need to be pretreated—learning, 
which means obtaining the optimal base—dictionary.   

From the sparse representation principle, the test sample y can 
be obtained by dictionary D multiplying sparse representation 
matrix α.  The quality of the dictionary depends on the error size 
under certain sparsity, that is, the smaller the error, the closer the 
dictionary closing the original training set.  The purpose of 
training a dictionary is to reduce the representation error and 
approximate the dictionary with the strongest representation. 

There are nonlinear data in dictionary atoms, and the 
kernel[11-12] provides a relatively simple way to handle nonlinear 
problems.  In recent years, kernels have also been under the sparse 
representation domain whatever in sparse coding or dictionary 
learning[16,17].  Although the classification results have been 
improved by K-SVD[16] method, the algorithm requires a very large 
kernel matrix, which results in the storage and processing with high 
computational cost, and its use is also limited.  In order to solve 
this problem, non-linear kernel dictionaries learning method[18] is 
proposed.  Moreover, the dictionary learning process can be 
extended to nonlinear, using appropriate kernel functions to handle 
nonlinear structured data, while multi-kernel learning is an 
effective way to deal with this.  The iterative algorithm for 
consistent learning of dictionary matrix and multi-kernel[20-22] 
functions is proposed under sparse representation framework in 
reference[19].  The reconstruction error of sparse coded data is 
minimized by optimizing the sum of basis functions weighted by a 
set of multi-kernel functions.    

3  Multi-kernel based maize identifying  
In this approach, a model for maize varieties recognition was 

established by image collecting, image preprocessing, feature 
parameter extracting, multi-kernel designing and dictionary 
establishing etc.  Finally, the effectiveness of the method was 
proved by experiments. 

The technical routes of this study is shown in Figure 1. 
3.1  Characteristic parameter of maize 
3.1.1  Color characteristics of maize grain 

HIS color model is a frequently-used color model in digital 
image processing.  The color characteristic of maize grain is 
extracted by HIS model.  The color characteristic of maize grain is 
represented by the average value of chrominance component, 
saturation component and brightness component of grain color, 
which meets the requirement of maize varieties identification to  

 
Figure 1  Technical routes 

 

multi-parameter measurement of grain color characteristics.  
Functions are as follows: 
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express chrominance component, saturation component 

and brightness component of k point in grain image I. 
3.1.2  Shape characteristics of maize grain 

Shape difference is one of the important differences between 
different varieties of maize.  The selection of morphological 
feature parameters is not uniform.  It can be taken as feature 
parameters as long as the morphological differences can be 
distinguished effectively, and the parameters can be obtained 
quickly and conveniently.  Area, rectangularity and elongation are 
taken as parameters.  The morphological characteristics of maize 
grains are as follows. 
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where, A is the area of maize grain; a is the long axis, and b is the 
short axis. 
3.1.3  Appearance characteristic vector of maize 

To sum up, assume the kinds of samples are n, and m training 
samples for each kind, the appearance characteristic vector of the 
maize can be expressed as: 

 1 2[ ... ] i i i i
mA f f f=                 (7) 
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where, the m column vectors form a space which reflects class I 
maize variety, and the dictionary matrix consisting of n classes 
training samples is as below. 

 1 2[ ... ]nA A A A=               (8) 
The row numbers of matrix A is the number of characteristic 

parameters of training samples, and the column numbers is the total 
number of training samples. 

Forty grains are chosen as training samples for each maize 
variety, the characteristic vectors of these grains are arranged in 
order to form the following training sample matrix, that is, the 
dictionary: 

 
1 1 2 2 4 4

1 40 1 40 1 40
1 2 4

[ ... ... ... ... ]

   [ ... ]

A f f f f f f

A A A

=

=
         (9) 

The matrix A express that dictionary consists of the 
characteristics of the four types of maize varieties, in which the 
numbers of row represent the number of extracted characters of 
maize and the numbers of column represent the total number of 
training samples.  
3.2  The designing of multi-kernel based maize variety 
classification method 
3.2.1  The designing of multi-kernel function 

The reduced dimension method PCA is used to training 
samples to obtain linearly non-separable data.  Therefore, in order 
to make the trained dictionary represent the entire training set better, 
the linearly non-separable data are taken into account: Data after 
PCA dimension reduction are mapped into high-dimensional space 
by kernel function, that is feature space.  In the feature space, 
these data will become into linearly separable, thus which can be 
processed simplistically. 

With the development of SVM theory, people began to pay 
more attention to the kernel method[23], which is an effective 
method for solving non-linear problems.  However, the kernel 
function with a single kernel cannot meet the demand for complex 
applications, so the method of some kernels combination is 
proposed, and the multi-kernel learning method has become a new 
hotspot in kernel machine learning. 

Multiple kernel learning method selects the corresponding 
kernel function of each characteristic among multi-features data.  
Due to the multi-kernel learning is based on multi-characteristics, 
so its data descriptive capability is better than the method with the 
optimal description of a single data feature.  Thus, multi-kernel 
learning can achieve better learning performance by optimizing the 
weight coefficient[25] of kernel function.  Multi-kernel learning not 
only retains the excellent nonlinear mapping characteristics of 
kernel function which maximize the advantage of different kernel 
functions, but also show the possibility that induce the classical 
methods with nonlinear feature extraction capability after kernel 
extension into a unified framework.  

In this paper, Gauss kernel function and polynomial kernel 
function are used to form a multi-kernel function 

 1 1 2 2( , ) ( , ) ( , )i j i j i jk x x η k x x η k x x= +       (10) 

where, η1+η2=1.  
3.2.2  Multi-kernel K-SVD dictionary training 

The goal of this part of work is to train a corn kernel dictionary 
D=[d1,d2,...dk] in feature space F, which can be realized by solving 
the following optimization problem: 
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Kernel learning consists of two phases: sparse coding phase 
and dictionary updating phase.  

1) Sparse coding: Assume ( )Φ Y  keeps invariant and X is 

computed.  The Equation (12) can be written as:  
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KOMP is adopted to solve Equation (16) 
The signal nz ∈ ¡  is given and A is used to represent the 

core dictionary, the sparse combination of dictionary atoms 
approximate z in feature space is looked for: 
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where, n
s sν AX= ∈ ¡  is an intermediate variable and rs is the 

current residuals. 
Is is used to represent the selected atomic index, and the 

residuals are projected to the remaining dictionary 
atomic ( )i id Φ Y a= , where ∉ si I  is the column i of A and Ti 
represents the amount of residuals projected on di, which is 
calculated by (15) 
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where 

1 2( , ) [ ( , ), ( , ) , ( , )]NK Z Y k z y k z y k z y= L  

A new dictionary atom is selected in the remaining set of the 
largest projection coefficients, which guarantees the maximum 
reduction of the approximation error. 

To update the coefficients of the x corresponding to the 
selected index in IS. Assume XS represents the vector which 
removes all the coefficients belong to IS.  Similarly, let AIS 
indicate a set of letter atoms whose indexes come from the set IS.  
Then, XS are obtained by projecting the signal ( )Φ Z  onto the 

subspace spanned by the selected dictionary atoms. ( )
SIΦ Y A  

Where 
Τ Τ( ( ) ) ( ( ) )

SI I Is sΦ Y A Φ Y A A=  

is positive, since K(Y,Y) is semi-positive, the projection coefficients 
are as follows: 
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2) Dictionary updating: The K-SVD method is adopted to 
update dictionaries. 

Let kα  and T
jx  denote the column k from A and the row j 

from x respectively. 

 2( ) ( )
F
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Equation (17) can be rewritten as  
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is the error between the approximate signal and 

the real signal when the dictionary atom k is removed and 
( ) kΦ Y M  is the contribution of the dictionary atom k to the 

estimated signal. 
Define ωk as 
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Note that, Ωk is a matrix of size N×|ωk|, where (ωk(i),i) is 1, the 
other is zero.  When it multiplied by Ωk, all zeros within row 

vector T
kX  will be discarded.  The column reduction matrix is 

obtained as follows: 
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SVD was used to decompose Equation (20) 
 ( ) ( , )( )R Τ R Τ

k kE K Y Y E V V= Δ         (20) 

3.2.3  Maize classification algorithm 
The maize classification algorithm flowchart is as follows: 
1) Input samples: 20% data are selected randomly from each 

corn variety sample as test sample, the rest of the samples is taken 
as training sample.   

2) Dimension reduction: Two samples are characterized by 
extracting feature and reduced dimension by PCA, and the matrix 
A1, A2, A3, A4 and vector y are obtained respectively.   

 
Figure 2  Maize classification algorithm flowchart 

 

3) Multi-kernel operation: A1, A2, A3, A4, y is obtained which 
are linearly separable, that is, those non-linear separable data that 
can also reflect the image features are ignored, which is a loss to 
the information of the image and reduce the recognition rate.  
Therefore, the obtained matrix A1, A2, A3, A4 and vector y are added 

a kernel function to raise dimensions: 
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In this paper, some non-linear data are retained to feature space 
by multi-kernel function mapping, 
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4) Dictionary learning without occlusion 

1 2 3 4( ), ( ), ( ), ( )Φ A Φ A Φ A Φ A are trained respectively to the 

dictionary D1, D2, D3, D4 
2
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Actually, Equation (22) cannot be solved directly, which can be 
rewritten as: 
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Solving Equation (26), D1, D2, D3, D4 are obtained. 
5) Dictionary learning with occlusion: In the case of occlusion 

Equation (18) can be written: 

                      0 0( )Φ y Dα e= +                                 (27) 
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where, I is unit matrix,.  Then D1, D2, D3, D4 is converted to K1, 
K2, K3, K4 then to solve the minimum norm of l2,1 

2 2,1
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The variety of the sample with the smallest error is the maize 
variety.   

 2
arg min ( ) iy Φ y K W′ = −               (30) 

To ensure the consistency of train samples and test samples, 
the same feature matrix and combined multi-kernel matrix are used 
in the process of reducing dimensional and adding kernel function. 

4  Experiment and discussion 

In the experiment, four types of maize varieties Liangyu 99, 
Denghai 6702, Delinong 988 and Zhong 909 are selected, and 200 
samples for each type variety are chosen randomly, in which 160 
samples are selected as training samples.  The corn kernels images 
are collected by camera shooting, which are preprocessed firstly to 
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benefit the feature extracting.  The picture is with BMP format 
and the pixel is 521×341. 
4.1  Image preprocessing 

The purpose of image preprocessing is to improve image data 
construction for valuable information extracting and useless 
information weakening.  In  this paper, the grain images are 
preprocessed by median filtering, image segmentation and 
morphological analysis.   

The gray scale transformation enhances the gray scale range 
and enriches the gray level, results in that the image becomes more 
clear and the feature becomes more obvious; The median filter 
provides smooth processing, which changes the edges of the image 
more clear; The threshold segmentation is adopted to affirm the 
landmark characteristic region; In morphological operation, the 
open operation is introduced to smooth the contours of an image 
and eliminate the interference of fine objects, by which the objects 
are separated at the slim points and the boundaries of the larger 
objects are smoothed without changing their size significantly.   

The pretreating result is shown in Figure 3.   

 
Figure 3  Result of image preprocess 

 

4.2  Maize grain classification 
For a more intuitive assessment of identification performance, 

the recognition rate (RR) is adopted: 
    

     
the number of correctly classifiedRR

the total in umber of tests
=  

For training samples, the appearance characteristic parameters 
are extracted as the typical feature of corn kernels to distinguish 
different types of corn, which consists a classifying dictionary of 
corn kernels and is shown in Figure 4. 

 
Figure 4  Feature dictionary 

4.2.1  Complete maize classification 
For complete kernel classification, 10% data of each corn 

variety sample set is selected randomly as a test sample, and the 
others is used as a training sample.  The single hidden layer 
structure with only one hidden layer in the middle layer is used in 
BP neural network model.  In order to ensure the accuracy and 
effectiveness of the experiment, 30 repeated experiments are 
carried out for each set of data, taking the average value.  The 
experiment results of the approach in this paper are compared with 
the experiment results of traditional classification such as the SRC 
method in [27], the BP method in [28] , the SVM method in [29] 
and KNN method, which is shown in Table 1.   

 

Table 1  Selection of recognition ratios for different 
proportions of test samples 

 10% 20% 30% 40% 

SRC 0.92 0.91 0.88 0.86 

BP 0.81 0.80 0.85 0.93 

SVM 0.82 0.83 0.87 0.84 

KNN 0.81 0.835 0.852 0.89 

Our Algorithm in this paper 0.92 0.92 0.94 0.94 
 

The experimental results show that the recognition rate of the 
method proposed in this paper is higher than the other four methods 
mentioned in the paper under the same data set.  The method 
proposed in this paper also has the following advantages: 1) This 
method shortens the training time by reducing dimension and 
K-SVD dictionary.  It solves the problems of BP neural network 
and KNN classifier, which have a long training and recognition 
time.  2) The multi-core method which is introduced in this paper 
will reduce the characteristic loss of nonlinear data and improve the 
recognition rate.  This solves the problem of low recognition rate 
caused by the support vector machine approach which cannot 
completely describe the characteristics of the maize sample (Table 
1).  3) When the proportion of the test samples is higher than 30%, 
compared with the widely used SRC method, the average 
recognition rate of the method proposed in this paper is higher; 6% 
than the SRC method, In order to show the superiority of the 
approach proposed in this paper more clearly the data in Table 1 is 
generated as a chart which is shown in Figure 5. 

 
Figure 5  Comparison of recognition rates under different 

proportions of samples 
 

It is shown in Figure 5 that the recognition rate of the method 
proposed in this paper increases with the size of the test sample 
proportion.  The recognition effect of SVM and SRC is far behind 
the method proposed in this paper.  The recognition rate of BP 
network does rise with the increase of test sample proportion to be 
almost equal to the method proposed in this paper.  However, 
several parameters in the BP network and SVM need to be 
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optimized some times in order to get a higher recognition rate in 
the experiment.  The running time of the method proposed in this 
paper is about half of BP network and 1/3 of SVM.  The choice of 
parameters of the method proposed in this paper is relatively simple, 
only the minimum error and the number of iterations are considered, 
and by these the higher classification rate can be obtained.  The 
method proposed in this paper has faster computing speed and 
better robustness comparing with BP network and SVM algorithm. 
4.2.2  Incomplete maize classification 

For incomplete kernel classification, 20% data of each corn 
variety sample set is selected randomly as the test sample, and the 
rest is used as training samples.  The occlusion rate is 10% to 20% 
and the occlusion position randomly.  Part of incomplete kernel is 
shown in Figure 6.  The occlusion-sparse-representation-classifier 
is adopted for incomplete grain classification.  The experiment 
carries out 10 times for each dataset, taking the mean value.  The 
comparison of the experiment results of approach used in this paper 
with the experiment results of SRC, BP, KNN and SVM are shown 
in Table 2. 

Figure 6  Schematic diagram of the partially blocked grain 
 

At the same time, 10% of the whole dataset was randomly 
selected as the test samples, and the rest as training samples.  The 
difference is that the contrast method which SRC is replaced by the 
sparse representation classifier with occlusion.  For different data 
sets, different methods and different occlusion, the experiment can 
be different recognition rate as shown in Table 2 (In the experiment, 
each set of data was made 10 times, taking the mean value) 

 

Table 2  Recognition rates of different shading rates 

 10% 20% 30% 40% 

SRC 0.94 0.90 0.86 0.80 
BP 0.93 0.89 0.83 0.81 

SVM 0.91 0.86 0.81 0.79 
KNN 0.915 0.875 0.845 0.817 

Our Algorithm 0.96 0.94 0.89 0.83 
 

The experiment results analysis.  1) The recognition rate of 
each method is decreased with the increasing of the shading rate.  
2) By contrast, the recognition rate of the method used in this paper 
is higher than that of SRC, BP, KNN and SVM.  For the reason 
that SRC in the sparse representation is used to face recognition 
and the SVM method put forward without considering the 
occlusion problem.   

The data in Table 2 are generated as Figure 7 to show the 
superiority of the method set out in this paper more clearly. 

 
Figure 7  Recognition rate of different shading rate 

Figure 7 shows the different recognition rates in the data set of 
the 5 approaches under different occlusion levels.  The transverse 
coordinate represents different amounts from 5% to 40% and the 
longitudinal axis represents the recognition rate.  The results show 
that the recognition effect of the method proposed in this paper is 
demonstrably better than the other four methods. 

5  Conclusions 

In this study, aiming at the maize varieties classification and 
identification under complex background and partial occlusion, a 
multi-kernel based dictionary training method was put forward, 
which was combined with sparse representing to identify and 
classify corn images.  In order to avoid the huge amount of 
calculation from taking all the training images as the calculation 
object of sparse representation, the K-SVD dictionary training 
method was adopted, by which part of the “optimal base” was 
selected to represent all training images.  Considering the problem 
that non-linear data could not be processed in general 
low-dimensional space, the kernel method was introduced.  Using 
kernel method, the different characteristics of the picture were fully 
considered, and the weight for each characteristic was distributed 
automatically, from which a high classification accuracy was 
obtained, and the calculating speed was also improved. 
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