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Abstract: In order to solve the problem that target tracking frames are lost during the visual tracking of pigs, this research 
proposed an algorithm for multi target pigs tracking loss correction based on Faster R-CNN.  The video of live pigs was 
processed by Faster R-CNN to get the object bounding box.  Then, the SURF and background difference method were 
combined to predict whether the target pig will be occluded in the next frame.  According to the occlusion condition, the 
maximum value of the horizontal and vertical coordinate offset of the bounding box in the adjacent two frames of the frame 
image in continuous N (N is the value of the video frame rate) were calculated.  When bounding boxes in a video frame are 
merged into one bounding box, this maximum value was used to correct the current tracking frame offset in order to achieve the 
purpose of solving the tracking target loss problem.  The experiment results showed that the success rate range of RP 
Faster-RCNN in the data set was 80%-97% while in term of Faster-RCNN was 40%-85%.  And the average center point error 
of RP Faster-RCNN was 1.46 lower than Faster-RCNN which was about 2.60.  The new algorithm was characterized by good 
robustness and adaptability, which could solve the problem of missing tracking target and accurately track multiple targets 
when the targets occlude each other. 
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1  Introduction  

China is a country with the largest number of pigs breeding 
and the most pork consumption.  With the continuous expansion 
of the large scale and intensification, the breeding risk also 
gradually increased.  Tracking and recording individual behavior 
of pigs contributes to detect the abnormal behavior of pigs in 
advance and reduces the incidence of pig diseases[1-3].  The 
traditional method of manually recording the target behavior of 
pigs causes the problem of recording data with large amount of 
errors and consuming a lot of manpower.  It improves the 
accuracy and real-time of data collection to Adopt machine vision 
target tracking technology to replace manual collection and 
analysis of pig behavior information.  It helps for discovering 
abnormal behavior of pigs in advance, and taking appropriate 
measures in time to reduce the occurrence of pig diseases[4,5]. 

Target tracking is one of the hot issues in the field of machine 
vision target tracking[6,7].  Through analyzing the characteristics of 
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a particular target, the target position and the change of the region 
in the video sequence are obtained, which facilitates the subsequent 
data analysis, pattern recognition and other applications.  The 
Convolution Neural Network target tracking method based on 
strong learning ability, the advanced ability of semantic 
information acquisition and efficient feature expression, are helpful 
for automatically extracting the target features and obtaining more 
effective representation of the image features[8-10].  Zhou et al.[11] 

proposed a method of identifying the main organs of tomato based 
on deep Convolutional Neural Network, and it realized rapid and 
accurate detection of different organs of tomato.  Ma et al.[12] 
proposed a target tracking algorithm based on the hierarchical 
convolution feature.  The algorithm used the convolution feature 
and the hierarchical recursion idea to determine the target position, 
which significantly improved the performance of the target tracking 
algorithm.  Many researchers have done a lot of research on the 
challenge of target recognition rate and accuracy reduction due to 
the change of the target features caused by the target occlusion and 
ambient light changes[13,14].  Hua et al.[15] proposed a method of 
combining occlusion and motion reasoning with one by one 
detection method, which could better handle the occlusion problem.  
Yang et al.[16] proposed a method through the geometric 
transformation of the object.  It established a rich bounding box 
set to predict the position of the object and improved the accuracy 
of the target tracking.  Although the above methods have a very 
good tracking effect in complex environments, it still cannot meet 
the requirements of high detection accuracy.  Girshick et al.[17] 
proposed R-CNN.  R-CNN extracted about 2000 bounding boxes 
from the original image through the Selective Search algorithm, 
scales the bounding boxes to a fixed size, classified the bounding 
boxes through the CNN network, and it can accurately determine 
whether the target was to be identified.  In response to the slow 
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detection of R-CNN, Ren et al.[18] proposed Faster R-CNN.  The 
method generated region proposals by constructing a region 
proposal network (RPN), and the appearance of RPN replaced the 
Selective Search[19] method in RCNN to improve the proposed 
region detection efficiency.  In order to predict the target position 
accurately and efficiently, He et al.[20] proposed a new SURF-based 
method to describe the relationship between the local feature 
motion and the object global motion based on SURF’s rapid search 
of image feature points and feature point matching.  This method 
can effectively learn the parameters through the online EM 
algorithm and adopt the updating mechanism to adapt the object 
representation.  Background difference method is relatively 
simple and tracking real-time.  Takita et al.[21] used background 
difference method to achieve real-time and efficient target tracking. 

In order to solve the problem that the target tracking frame is 
lost and the detection efficiency of the tracking algorithm is low 
due to the mutual occlusion of the targets in the pig visual tracking 
process, this paper proposes a multi target pigs tracking loss 
correction algorithm based on Faster R-CNN which uses deep 
compressing[22] to accelerate operation.  Firstly, the video of live 
pigs is processed by Faster R-CNN to get the bounding box.  
Secondly, predict whether the target pig will be occluded in the 
next frame.  Finally, the algorithm proposed in this paper is used 
to process the position offset of the bounding box in the tracking 
image according to the occlusion situation, so as to solve the 
problem of the loss of the tracking box. 

2  Materials and methods 

2.1  Sample acquisition and marking 
Experimental data were collected from 10 pens and 2 videos 

were collected for each pens, for a total of 20 videos.  Each video 
duration is about 30 min, and the video frame rate is 25 fps, and the 
image resolution is 600×400 pixels.  For each pen house, 
randomly select 1 video as the test sample and the remaining video 
as the training sample.  There are 10 test videos and 10 training 
videos in total.  In order to ensure good generalization of the 
training results, the training set of this paper is derived from two 
parts: 10 000 pictures in 10 training videos and 2000 pictures of 
pigs from ImageNet data set, totaling 12 000 pictures. 

In order to reduce the amount of computation, this paper uses 
the labelImg, which is an open source image labeling tool to mark 
the training samples.  Pig sample tag image shown in Figure 1. 

 

 
Figure 1  Pig sample tag image 

 

Then do pre-processing, the labeled image is cropped 
automatically to get pictures.  Since this article uses the ZF 
network structure, these images are sized to 224×224. 
2.2  Improved algorithm 
2.2.1  Occlusion prediction 

(1) Calculate the tracking target’s overall movement distance 
Because SURF algorithm has very good robustness and high 

computational speed, this research uses this algorithm to extract the 

target characteristic points[23].  After extracting the feature points 
and the feature description, it is necessary to match the feature 
points between the images.  In this paper, we use the nearest 
neighbor nearest neighbor ratio method proposed by Lowe[24] to 
match the feature points.  In order to prevent too many false 
matches, this article chooses a ratio of 0.6.  The matching effect is 
shown in Figure 2. 

 
Figure 2  Pig matching map 

 

In this paper, the coordinate difference between the x and y 
directions of the feature points matching the images are used as the 
moving distance of the target in the continuous frame.  The 
expression is as follows: 
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where, Tr,p,j(x,y) is the position coordinate of the pth feature point of 
the rth participating pig target in the jth frame of image; m(r) is the 
number of matching successful pig target feature points for the rth 
match; Δxr,p,j and Δyr,p,j are respectively the x-direction and 
y-direction moving distance of the pth feature point of the rth

 
participating pig target in the jth frame image; ,r jxΔ

 
and ,r jyΔ  

are respectively the average movement distance of the rth target 
piggyback point in the jth frame image.  The position coordinate 
difference between the position coordinate of the pth feature point 
in the rth participation matching pig target of the jth frame image 
and the feature point corresponding to the target image in the (j–1)th 
frame may be expressed as that the pig target moves from the 
current frame to the next frame of moving distance. 

The SURF algorithm is used to get some feature points of the 
tracking target, and then the feature points are matched by the 
nearest neighbor ratio method.  The result calculated by Equation 
(2) is taken as the moving distance of the whole tracking target. 

(2) Determine if the target has an occlusion 
In order to predict the target’s movement trend and judge 

whether the target will block each other.  This paper proposes to 
use the combination of SURF feature point detection and 
background subtraction to predict whether the areas of any two 
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targets coincide with each other.  And if there is a coincidence, it 
can be considered as a mutual occlusion to the tracking target.  It 
is assumed that the rth target coordinate in the jth binary image is 
BL(xr,j, yr,j) and the area is BLSr,j.  The area can be calculated from 
the number of pixels in the area.  By Equation (2), it can be 
predicted that the rth target coordinate in the (j+1)th frame binary 
image is BL(xr,j+1, yr,j+1). 

, 1 , 1 , , , ,( , ) ( , )r j r j r j r j r j r jBL x y BL x x y y+ + = + Δ + Δ
    

 (3) 

, , , , ( )r q j r j q jBLS BLS BLS r q= ≠∩          (4) 

where, BLSr,j and BLSq,j are respectively the area of the rth and qth 
tracking targets in the jth frame of binary image; BLSr,q,j is the area 
of the overlapping part of the rth and qth tracking target in the jth 
frame of binary image.  If BLSr,q,j>0, that means the rth and qth 
tracking target in the jth frame appear occluded. 

The algorithm steps are divided into the prediction stage and 
the correcting tracking stage.  The position of the prediction stage 
in the overall framework of the algorithm, as shown in Figure 3. 

 
Figure 3  Framework diagram of algorithm 

 

2.2.2  Corrected the target tracking box 
In the actual production environment, the characteristics of the 

pigs are similarity, such as the color of pigs.  If the moving 
objects such as the color of the target features are more similar, a 
number of targets close to each other are more prone to chaos, loss 
of tracking and other phenomena.  It is easy to make mistakes in 
the recording of activities such as feeding, drinking and other 
activities.  To solve this problem, we propose a tracking target 
correction algorithm Revise Position Faster R-CNN (RP Faster 
R-CNN) based on Faster R-CNN. 

With Faster R-CNN training, the tracking target circumscribed 
rectangles offset after bounding-box regression is taken as input.  
Assuming that the total number of tracking targets is I, each 
tracking target circumscribed rectangle is determined by the 
coordinates of two vertices of the diagonal.  According to 
Equation (4) to judge the target position in the target rectangle. 

Supposing that {(xc1,i,j, yc1,i,j), (xc2,i,j, yc2,i,j)} is the set of two 
vertices of the diagonal of the ith tracking frame in the jth frame of 
image.  xc1,i,j and yc1,i,j are the coordinate offsets in the x-direction 
and the y-direction of one vertex respectively.  According to 
analysis, the relationship between the previous frames that are 
merged by two tracking frames can be divided into two kinds, 

respectively, Figure 4a and Figure 4b. 

 
Figure 4  Bounding-box fusion diagram 

 

The solid two-line box in Figure 4a shows two check boxes 
before merging, and the dashed box shows the merged effect box.  
Figure 4b is similar to Figure 4a.  In Figure 4a, a and b denote the 
offsets {(xc1,i,j, yc1,i,j), (xc2,i,j, yc2,i,j)} of the two vertex coordinates 
of the diagonal of the ith tracking frame in the jth frame of the 
current frame respectively; a1 and b1 denote the offsets {(x1,i,j–1, 
y1,i,j–1), (x2,i,j–1, y2,i,j–1)} of the two vertex coordinates of the diagonal 
of the ith tracking frame in the (j–1)th frame of the current frame 
respectively; a2 and b2 denote the offsets {(x1,k,j–1, y1,k,j–1), (x2,k,j–1, 
y2,k,j–1)} of the two vertex coordinates of the diagonal of the kth 
tracking frame in the (j–1)th frame of the current frame respectively; 
In Figure 4b, c and d denote the offsets {(xc2,i,j, yc1,i,j), (xc1,i,j, yc2,i,j)} 
of the two vertex coordinates of the diagonal of the ith tracking 
frame in the jth frame of the current frame respectively; c1 and d1 
denote the offsets {(x2,i,j–1, y1,i,j–1), (x1,i,j–1, y2,i,j–1)} of the two vertex 
coordinates of the diagonal of the thi  tracking frame in the (j–1)th 
frame of the current frame respectively; c2 and d2 denote the 
offsets {(x2,k,j–1, y1,k,j–1), (x1,k,j–1, y2,k,j–1)} of the two vertex 
coordinates of the diagonal of the kth tracking frame in the (j–1)th 
frame of the current frame respectively. 

In order to judge whether there is a fusion of tracking frames, 
this paper uses the Manhattan distance[25] to calculate the distance 
between two vertices.  Assuming that the Manhattan distance 
from point x0 to point x1 is denoted as d(x0, x1), the specific 
judgment method is as follows. 

1) According to Equation (4), If BLSr,q,j>0 and x1,i,j–1≥x1,k,j–1, 
where r=1, q=k, the type of fusion of the two tracking frames 
belongs to Figure 4a.  If the Manhattan distance d(a, a1) from 
point a to point a2 is smaller than the Manhattan distance d(a, a2) 
from point a to point a2, and the Manhattan distance d(b, b1) from 
point b to point b1 is greater than the Manhattan distance d(b, b2) 
from point b to point b2, that indicates that the two tracking frames 
have been merged, otherwise the two tracking frames are not 
merged.  The expressions of d(a, a1), d(a, a2), d(b, b1) and    
d(b, b2) are as follows. 
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2) According to Equation (4), If BLSr,q,j>0 and x1,i,j–1<x1,k,j–1, 
where r=1, q=k, the type of fusion of the two tracking frames 
belongs to Figure 4B.  Analytical methods are the same as above.  
The expressions of d(c, c1), d(c, c2), d(d, d1) and d(d, d2) are as 
follows. 
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3) The type of tracking frame fusion is shown in Figure 4a.   
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If d(a, a1)<d(a, a2) and d(b, b1)>d(b, b2), then it is necessary to 
update the tracking frame, otherwise there is no need to update the 
tracking frame.  The steps to update the tracking box are as follows. 

Step 1: Obtain the maximum value of the horizontal and 
vertical coordinate offset in the two adjacent frames in the 
continuous N frames of image. 
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Step 2: Update tracking box. 
The first tracking box: 

1, , 1, ,

1, , 1, ,

2, , 2, , 1 2, ,

2, , 2, , 1 2, ,

i j i j

i j i j

i j i j i j

i j i j i j

x xc

y yc

x x x

y y y
−

−

=

=

= + Δ

= + Δ

              (8) 

The second tracking box: 
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4) The type of tracking frame fusion is shown in Figure 4A.  
If d(a, a1)<d(a, a2) and d(b, b1)>d(b, b2), then it is necessary to 
update the tracking frame, otherwise there is no need to update the 
tracking frame.  The steps to update the tracking box are as 
follows. 

Step 1: Obtain the maximum value of the horizontal and 
vertical coordinate offset in the two adjacent frames in the 
continuous N frames of image. 
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Step 2: Update tracking box. 
The first tracking box: 
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The second tracking box: 
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3  Results and discussion 

In order to evaluate the tracking performance of the proposed 
algorithm, this research uses the deep learning framework based on 
the TensorFlow[26].  The experimental environment uses computer 
configuration for the 8 GB memory, and CPU is Intel(R) Core (TM) 
i7-6700 in Ubuntu16.04 operating system.  The experiment 
consists of two parts: training features and tracking targets to obtain 
the tracking result.  Due to the off light state of the pigsty at night, 
there is no light exposure pigsty, and pigs are sleep at night, so it is 
not within the scope of this paper. 
3.1  Tracking results and analysis of pigs 

In order to verify the effectiveness of the proposed algorithm, 
the designed experiments include target tracking of multi pigs 
under mutual occlusion.  The performance of the tracking 
algorithm in this study is analyzed by qualitative and quantitative 
methods. 
3.1.1  Tracking results analysis 

In the experiment, Faster R-CNN is compared with this 
algorithm on the tracking effect of the target pigs.  Selects 3 test 
pig video samples to use a trained Convolutional Neural Network 
for continuous tracking.  Figure 5a shows the tracking effect of 
the Faster R-CNN, and Figure 5b shows the tracking effect of the 
RP Faster R-CNN. 

 

 
a. Faster-RCNN 

 
b. RP Faster R-CNN 

Figure 5  Tracking effect of Faster R-CNN and RP Faster R-CNN 
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It can be seen by comparing the effects of Figures 5a and 5b: 
first, the RP Faster R-CNN proposed in this paper can solve the 
problem of tracking frame fusion caused by the close proximity of 
targets in traditional Faster R-CNN tracking; second, The RP 
Faster R-CNN presented in this paper is better than the Faster 
R-CNN in resolving the effect of missing hits on the target hogs 
during tracking.  This method based on Faster R-CNN 
automatically extracts the target features, and performs well in 
solving the multi objective occlusion problem.  It shows the 
feasibility of using RP Faster R-CNN to solve the target tracking 
problem, and has good robustness and accuracy to the changes of 
moving objects. 
3.1.2  Tracking performance analysis before and after correction 

In order to quantitatively analyze the tracking performance of 
RP Faster-RCNN under different conditions, 2 objective indexes 
are used to evaluate the tracking effect[27]: the success rate and the 
center point error. 

1) Success rate: The metric tracking algorithm tracks the target 
at some point. 
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From the equations above, Rg is the target box area; Rt is the 
real target box area; U is the total number of target pigs tracked; Hu 
is the success rate of the uth target pig; Havg is the average success 
rate of the target pig in the video frame.  Normally, if the success 
rate is less than a preset threshold value of 0.5, then the tracking 
fails at that moment.  If H>0.5, it is considered that tracking 
success. 

2) Center point error: It indicates the Euclidean distance 
between the center point of the target box tracked and the real 
center point of the target box.  It measured the accuracy of the 
tracking algorithm on the target tracking.  The smaller the value is, 
the better the tracking effect.  In the ideal case, the center point 
error is 0. 
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In the equations above, (he, ye) represents the coordinates of 
the center point of the tracking target box area; (hf, yf) represents 
the coordinates of the center point of the real target box area; erru is 
the center point error of the uth target pig; erravg is the average 
center point error of the target pig in the video frame. 

The tracking results obtained by Faster-RCNN and RP 
Faster-RCNN are analyzed quantitatively, and the real target box 
area is drawn by hand.  To ensure the reliability of the experiment, 
ten contrast tests were performed on each video during the 
experiment.  Table 1 records the success rate and center point 
error of the 28000th frame in ten tests of a video.  Figure 6 shows 
a comparison of the success rate and center point error of a typical 
1 segment test video sample.  The success rate and the center 
point error are the average of ten tests in this video. 

As can be seen from Figure 6, the success rate of RP 
Faster-RCNN ranges from 80% to 97% in the test, which is 
generally higher than Faster-RCNN.  The overall success rate 
increased by 44.33%.  This means that the method has a lower 
missed rate than Faster-RCNN.  The average center point error of 

this algorithm is 1.46, so the tracking effect is more stable.  The 
average center point error of Faster-RCNN is 2.60, and the error 
data fluctuates greatly.  RP Faster-RCNN is lower than 
Faster-RCNN by 43.85%.  It shows that RP Faster-RCNN uses 
the tracking box position correction to reduce the interference 
caused by the change of the target.  It realizes the accurate 
tracking of target pigs and enhances the robustness of the algorithm, 
so it improves the success rate and accuracy of tracking.  

 

Table 1  Success rate and center point error of the 28000th 
frame in ten trials of a video (%) 

Faster-RCNN RP Faster-RCNN 
Number Success  

rate 
Center point  

error 
Success  

rate 
Center point 

error 

1 66.13 2.53 91.53 0.82 
2 61.57 3.49 89.62 0.20 
3 57.81 4.10 92.45 1.01 
4 49.46 2.74 90.83 0.64 
5 63.50 3.37 88.01 0.49 
6 54.30 1.21 92.81 0.00 
7 59.52 3.13 89.64 0.25 
8 59.84 2.43 93.70 0.85 
9 70.97 3.27 90.61 1.83 
10 47.38 2.11 92.42 0.11 

Average value 59.05 2.84 91.16 0.62 

 
a. Success rate chart                    

 
b. Center point error chart 

Figure 6  Success rate chart and the central point error chart of the 
test videos sequence 

 

3.2  Tracking accuracy analysis of multi target pigs 
To analyze this algorithm can achieve multi target pigs 

tracking, and design and calculate the number of pigs in each frame 
tracked at 4, 5, 6, 7 and 8, respectively.  

The multi target tracking results are shown in Figure 7, and the 
accuracy results are listed in Table 2. 

It can be seen from Table 2 that the average accuracy of this 
algorithm is 83.781%, which can better realize the multi target pigs 
tracking.  It effectively solves the problems of missing and wrong 
tracking, and it has better robustness. 
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Figure 7  Multi target pigs tracking results of the video sequence 

 

Table 2  Multi target pigs accuracy results of the video 
sequence (%) 

4 pigs 5 pigs 6 pigs 7 pigs 8 pigs Average accuracy

82.917 80.000 86.667 84.281 85.042 83.781 
 

4  Conclusions 

In order to solve the problem that target tracking frames are 
lost during the visual tracking of pigs, this paper presents a RP 
Faster-RCNN method to obtain the tracking box of pig based on 
Faster R-CNN, and corrects the tracking box position offset in 
consecutive multi frames.  To solve the problem of tracking target 
fusion and target tracking loss due to mutual occlusion, the main 
conclusions are as follows: 

(1) As can be seen from the experimental data, the success rate 
range and the average center point error of RP Faster-RCNN in the 
data set are 80%-97% and 1.46 respectively.  In term of  
Faster-RCNN, the success rate range and average center point error 
are 40%-85% and 2.60.  Thus, RP Faster-RCNN is generally 
superior to Faster-RCNN, which overcomes the complex 
background disturbances of target pig video tracking.  The 
accuracy of multi target pigs tracking is 83.78%, so it can 
accurately track multi pigs when the targets occlude each other and 
have good robustness. 

(2) The RP Faster-RCNN proposed is applied to pig tracking, 
the tracking effect and the accuracy of detecting the target box are 
obviously superior to the Faster-RCNN.  The application of deep 
learning to target tracking technology improves the tracking 
precision and enhances the practicability of the system.  It 
provides a new method to solve the problem of target tracking, 
which is of great significance for improving the target occlusion in 
complex scenes. 
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